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Rapid learning of syllable classes
from a perceptually continuous speech stream
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Abstract

To learn a language, speakers must learn its words and rules from fluent speech; in particu-
lar, they must learn dependencies among linguistic classes. We show that when familiarized
with a short artificial, subliminally bracketed stream, participants can learn relations about the
structure of its words, which specify the classes of syllables occurring in first and last word
positions. By studying the effect of familiarization length, we compared the general predictions
of associative theories of learning and those of models postulating separate mechanisms for
quickly extracting the word structure and for tracking the syllable distribution in the stream.
As predicted by the dual-mechanism model, the preference for structurally correct items was
negatively correlated with the familiarization length. This result is difficult to explain by purely
associative schemes; an extensive set of neural network simulations confirmed this difficulty.
Still, we show that powerful statistical computations operating on the stream are available to
our participants, as they are sensitive to co-occurrence statistics among non-adjacent syllables.
We suggest that different learning mechanisms analyze speech on-line: A rapid mechanism
extracting structural information about the stream, and a slower mechanism detecting statisti-
cal regularities among the items occurring in it.
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1. The multi-faced problem of language learning

Infants learn their native language fast and accurately despite the complex compu-
tations involved in language learning. One of the challenges they face is to learn the
words of a language. Although adults perceive speech as a discrete sequence of
words, no reliable acoustic cues indicate word boundaries in a speech stream. There-
fore, to construct a lexicon, infants must first individuate the sound stretches in the
continuous speech signal that form words.

It has long been known that sensitivity to statistical cues in the speech signal, in
particular to transition probabilities (TPs), could in principle solve this problem (e.g.,
Harris, 1955; Hayes & Clark, 1970, but see Yang, 2004).! Recent research has shown
that adults and infants can indeed segment a continuous speech stream when the only
cue to word boundaries is that TPs are high within words and low between words
(e.g., Aslin, Saffran, & Newport, 1998; Saffran, Newport, & Aslin, 1996; Saffran,
Aslin, & Newport, 1996).

Sensitivity to statistical cues such as TPs might help infants to construct a lexicon.
However, the lexicon is not a mere list of word-meaning pairs, but also contains a vast
amount of structural information. For example, the lexical entry of the verb “give”
must contain a specification of the relationship between the specific lexical entry
(GIVE) and the arguments it takes (the giver, the given and the goal). Not only is such
structural information commonly assumed in linguistic theories (e.g., Cook & Newson,
1996), but it also appears to be a requirement for word learning in the first place (Gil-
lette, Gleitman, Gleitman, & Lederer, 1999; Landau & Gleitman, 1985). Structural
information also plays a prominent role in morphology and syntax. Both require not
only to individuate single words, but also to represent structural relations between sub-
lexical morphemes or syntactic word classes. Since infants will eventually be able to use
the lexicon productively, they cannot just memorize the words and sentences they have
heard, but have to generalize grammatical and morphological regularities.

In spite of the importance of structural information in language, little is known
about the processes underlying its acquisition. Indeed, it is still a matter of much
debate whether learners do extract structural information, or whether they only track
associations among items. Even in a well-studied case such as that of past tense for-
mation, most studies either focus on adult speakers with years of linguistic experi-
ence, or try to model speakers’ production by computer simulations. Hence, these

' TP is the conditional probability of encountering a syllable after having encountered another syllable.
After having encountered the syllable /don/, there is a high probability of encountering the syllable /key/
because “donkey” is a word. More formally, conditional probabilities like P(v,,, = /key/ | 6,=/don/) are
high within words, and low between words (¢ denotes syllables in a speech stream).
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