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Abstract

DNA microarray technology provides tools for studying the expression profiles of a large number of dis-
tinct genes simultaneously. This technology has been applied to sample clustering and sample prediction.
Because of a large number of genes measured, many of the genes in the original data set are irrelevant
to the analysis. Selection of discriminatory genes is critical to the accuracy of clustering and prediction. This
paper considers statistical significance testing approach to selecting discriminatory gene sets for multi-class
clustering and prediction of experimental samples. A toxicogenomic data set with nine treatments (a control
and eight metals, As, Cd, Ni, Cr, Sb, Pb, Cu, and AsV with a total of 55 samples) is used to illustrate a
general framework of the approach. Among four selected gene sets, a gene set ; formed by the intersection
of the F-test and the set of the union of one-versus-all #-tests performs the best in terms of clustering as well
as prediction. Hierarchical and two modified partition (k-means) methods all show that the set Q;is able to
group the 55 samples into seven clusters reasonably well, in which the As and AsV samples are considered
as one cluster (the same group) as are the Cd and Cu samples. With respect to prediction, the overall
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accuracy for the gene set Q; using the nearest neighbors algorithm to predict 55 samples into one of the nine
treatments is 85%.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

DNA microarray technology provides tools for studying the expression profiles of a large num-
ber of distinct genes simultaneously. Common objectives in microarray experiments are gene iden-
tification (class comparison), class discovery, and class prediction. Gene identification is to select
overexpressed or under-expressed genes from studying expression profiles between different sam-
ples (e.g., with or without exposure to a specific drug or toxic compound). Class discovery usually
refers to identifying previously unknown sample subtypes from the study of gene expression pro-
files. Class prediction is to predict the class membership of a new sample based on a gene-expres-
sion prediction function.

Cluster analysis techniques have been applied to organize gene expression data by grouping
genes or samples with similar patterns of expression; refer to [7,10]. In clustering samples overex-
pression levels of multiple genes, the expression patterns of the samples in the same group are
more homogeneous as compared to the expression patterns in the other group. Clustering samples
is used to characterize similar/distinct samples or to discover new sample classes. Hierarchical and
k-means are two commonly used cluster analysis for class discovery. The hierarchical clustering
algorithm forms clusters in a hierarchical fashion resulting in a tree-like dendrogram. In the k-
means clustering procedure, genes are divided into k partitions or groups with each partition rep-
resenting a cluster of genes. Therefore, as opposed to the hierarchical clustering, the number of
clusters must be known (decided) a priori. Cluster analysis is considered as an unsupervised meth-
od of analysis because no information about sample grouping is used.

Parallel to unsupervised clustering algorithms for class discovery, class prediction uses super-
vised discriminant algorithms to classify samples into known groups. The goal of class prediction
is to develop a decision rule that accurately predicts the class membership of a new sample based
on the expression profiles of some key genes. Several supervised discriminant algorithms have
been adopted for classification of cancer subtypes or gene functions. Discrimination analysis
methods include Fisher’s linear discriminant function, classification tree, nearest-neighbor classi-
fiers, and support vector machines; refer to [6,16]. Recently, Dudoit et al. [6] compared the per-
formance of different discrimination algorithms for tumor classification. They concluded that
simple classification methods such as linear discriminant and nearest neighbors methods tend
to perform well compared to other more sophisticated methods.

Microarray gene expression data are characterized by the number of variables (genes) far
exceeding the number of samples. This presents challenges for supervised discriminant algorithms,
which are generally designed with large number of samples over few variables. A common prob-
lem is overfitting the data [19]. That is, the predicted model can fit the original data well but may
predict poorly for new data. Supervised discriminant algorithms, typically, involve a training
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