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Abstract

Let Ej be the eigenvalues outside[−2,2] of a Jacobi matrix withan − 1 ∈ �2 and bn → 0,
and �′ the density of the a.c. part of the spectral measure for the vector�1. We show that if
bn /∈ �4, bn+1 − bn ∈ �2, then

∑
j

(|Ej | − 2)5/2 = ∞

and if bn ∈ �4, bn+1 − bn /∈ �2, then

∫ 2

−2
ln(�′(x))(4 − x2)3/2 dx = −∞.

We also show that ifan − 1, bn ∈ �3, then the above integral is finite if and only ifan+1 −
an, bn+1 − bn ∈ �2. We prove these and other results by deriving sum rules in which the a.c.
part of the spectral measure and the eigenvalues appear on opposite sides of the equation.
© 2005 Elsevier Inc. All rights reserved.
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1. Introduction

In the present paper we consider Jacobi matrices

J ≡



b1 a1 0 . . .

a1 b2 a2 . . .

0 a2 b3 . . .

. . . . . . . . . . . .




with an > 0, bn ∈ R, and an → 1, bn → 0. These are compact perturbations of the
free matrixJ0 with an ≡ 1 andbn ≡ 0. If only an ≡ 1, thenJ is the discrete half-line
Schrödinger operator with the decaying potentialbn.
J is a self-adjoint operator acting on�2({1,2, . . .}). We denote by� the spectral

measure of the (cyclic forJ) vector�1 and by�′ the density of its a.c. part. ForJ0, the
measure�0 is absolutely continuous with�′

0(x) = (2�)−1
√

4 − x2�[−2,2](x), and so by
Weyl’s theorem,�ess(J ) = �ess(J0) = [−2,2]. Hence, outside[−2,2] spectrum ofJ
consists only of eigenvalues (of multiplicity 1), with±2 the only possible accumulation
points. We will denote the negative onesE1, E3, . . . and the positive onesE2, E4, . . . ,

with the convention thatE2j−1 ≡ −2 (E2j ≡ 2) if J has fewer thanj eigenvalues
below −2 (above 2).

We let �an ≡ an+1 − an, �bn ≡ bn+1 − bn, and define

rn ≡ b4
n − 2(�bn)2 − 8(�an)2 + 4(a2

n − 1)(b2
n + bnbn+1 + b2

n+1).

The following are our main results.

Theorem 1. Assume thatan − 1 ∈ �3 and bn → 0.

(i) If
∑∞
n=1 rn = ∞ or does not exist, then

∑∞
j=1 (|Ej | − 2)5/2 = ∞.

(ii) If
∑∞
n=1 rn = −∞ or does not exist, then

∫ 2
−2 ln(�′(x))(4 − x2)3/2 dx = −∞.

Remark. One can actually dispense with the assumptionan − 1 ∈ �3, but the corre-
spondingrn is less transparent (it is the diagonal element of the matrixPw(J ) from
the proof of Theorem1).

Corollary 2. Assume thatan − 1 ∈ �2 and bn → 0.

(i) If bn /∈ �4 and �bn ∈ �2, then
∑∞
j=1 (|Ej | − 2)5/2 = ∞.

(ii) If bn ∈ �4 and �bn /∈ �2, then
∫ 2

−2 ln(�′(x))(4 − x2)3/2 dx = −∞.

Proof. Sincean − 1 ∈ �2, we have�an ∈ �2. Also,

|4(a2
n − 1)(b2

n + bnbn+1 + b2
n+1)|�72(a2

n − 1)2 + 1
4(b

4
n + b4

n+1)

and a2
n − 1 ∈ �2, so the result follows from Theorem1. �
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