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Abstract

In several applications needing the numerical computation of eigenvalues and eigenvectors
we deal with strongly quasi-diagonal matrices. An iterative explicit method for this kind of
problem is proposed here. Its convergence is proved by means of an argument based on the
perturbed fixed slope method. Numerical experiments complete this work.
© 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Let us consider the problem of computing the eigenpair of a quasi-diagonal mat-
rix. Let Cn×1 denote the complex linear space with the Euclidean norm ‖ · ‖. We
recall that the corresponding subordinated operator norm satisfies

‖M‖ = √
ρ(M∗M) for allM ∈ Cn×n,

where ρ denotes the spectral radius.

∗ Corresponding author.
E-mail address: falmeida@fe.up.pt (F.D. d’Almeida).

0024-3795/$ - see front matter � 2004 Elsevier Inc. All rights reserved.
doi:10.1016/j.laa.2003.12.004



110 M. Ahues et al. / Linear Algebra and its Applications 401 (2005) 109–117

We shall deal with a nonsingular matrix A ∈ Cn×n and its decomposition

A = D + �, where D(i, j) :=
{
A(i, i) if i = j,
0 if i /= j. (1)

Let δ � 0 be given by

δ := ‖�‖.
We suppose that δ is “small enough” in a sense to be made precise later.

In these circumstances we are interested in computing the eigenvalues and eigen-
vectors of A iteratively and taking as initial approximations the diagonal entries and
the canonical vectors respectively.

2. The problem and the method

We consider here the case of distinct diagonal coefficients:

i /= j ⇒ D(i, i) /= D(j, j). (2)

For each s ∈ N, 1 � s � n, we considerD(s, s) as an approximate eigenvalue of
A and the canonical column es defined by

es(i) :=
{

1 if i = s,
0 otherwise,

as a corresponding approximate eigenvector.
From perturbation theory (see, for instance, [4]) we know that, for each fixed s

and for δ small enough, A has an eigenvector x∞ such that e∗s x∞ = 1. Thus we may
formulate the problem as

Find x∞ ∈ Cn×1 such that Ax∞ = λ∞x∞, e∗s x∞ = 1. (3)

In order to produce an iterative scheme for approximating x∞ starting from x0 := es ,
we formalize problem (3) as the one consisting of finding the root of some nonlinear
differentiable operator with nonsingular first Fréchet derivative and apply to this
problem a perturbed fixed slope or modified Newton algorithm. In this context, let
us define the operator

F := Cn×1 → Cn×1, F (x) := Ax − xe∗s Ax. (4)

It is evident that any nonzero x ∈ Cn×1 satisfying

F(x) = 0 (5)

is an eigenvector of A corresponding to the eigenvalue

λ := e∗s Ax.
Moreover, since A is nonsingular, λ /= 0 and hence necessarily

e∗s x = 1. (6)
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