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Abstract

Projection algorithms are practically useful for solving variational inequalities (VI). However
some among them require the knowledge related to VI in advance, such as Lipschitz constant. Usu-
ally it is impossible in practice. This paper studies the variable-step basic projection algorithm and
its relaxed version under weakly co-coercive condition. The algorithms discussed need not know
constant/function associated with the co-coercivityor weak co-coercivity and the step-size is varied
from one iteration to the next. Under certain conditions the convergence of the variable-step basic
projection algorithm is established. For the practical consideration, we also give the relaxed version
of this algorithm, in which the projection onto a closed convex set is replaced by another projection
at each iteration and latter is easy to calculate. The convergence of relaxed scheme is also obtained
under certain assumptions. Finally we apply these two algorithms to the Split Feasibility Problem
(SFP).
 2004 Elsevier Inc. All rights reserved.
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1. Introduction

Variational inequality problem is to find anx ∈ C such that〈
f (x), y − x

〉
� 0, for all y ∈ C, (1.1)

whereC is a nonempty closed convex subset inRn andf (x) is a mapping fromRn to
itself and〈 , 〉 denotes the inner product. Due to their wide applications in various fields,
variational inequalities (VI) have received great attention since 1970s, and achieved the
fruitful results in the theory as well as applications. The interested reader may consult a
two-volume monograph by F. Facchinei and J.S. Pang, which presents a comprehensive,
state-of-the art treatment of the finite dimensional variational inequality and complemen-
tarity problems [1].

Numerous algorithms for VI have been proposed. Among them, projection-type meth-
ods are simple in form and useful in practice provided the projection ontoC is easy to
calculate. Various projection algorithms, such as basic projection algorithm, extragradi-
ent projection algorithm and hyperplane projection algorithm, have been designed to solve
the different class of VIs (see, e.g., [1,2,4,6,12,14–21] and references therein). Generally
speaking, each projection algorithm is confined in certain class of VIs so that the conver-
gence of the algorithm can be guaranteed. So one usually hopes that an effective algorithm
may be used in a broader scope if it possible. For example, consider the following basic
projection algorithm with a constant step

xk+1 = PC

[
xk − γf

(
xk

)]
. (1.2)

In the early stages of studying projection methods,f (x) was required to be strongly
monotone and Lipschitz continuous with smallγ for the convergence of the algorithm.
Later, this condition is weaken to only require the co-coercivity off (x) (see [1, p. 1111],
[9,13]) while γ is chosen in an interval related to the co-coercive constant. However, in
practice we usually cannot get the knowledge of that constant in advance.

Therefore some algorithms are specially proposed so that they may be performed with-
out the requirement of prior knowledge related tof (x). Generally the step-size in this class
of algorithms is varied from one iteration to the next in order to guarantee the convergence
of an algorithm. In this paper we study the variable-step basic projection algorithm solving
VI, which has the following form:

xk+1 = PC

[
xk − γkf

(
xk

)]
. (1.3)

Though in ([1, Algorithm 12.1.4], [20,21]) a variable-step basic projection algorithm
is given, actually there variable steps depend on the co-coercive constant. So in this pa-
per we focus on a variable-step basic projection algorithm, where the variable steps are
independent of the co-coercive constant. The first algorithm discussed below was actually
proposed by Auslender [4] in 1970s. Later Fukushima [6] gave its relaxed version for prac-
tical purpose. Both Auslender and Fukushima assumed the strong monotonicity off (x) for
the convergence of their algorithms. This is a strict limit. We establish the convergence of
Auslender’s algorithm as well as Fukushima’s algorithm under weaker conditions. Mainly
the strong monotonicity is replaced by the weak co-coercivity, whose a special case is
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