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Abstract

In this paper we present a log-barrier method for solving two-stage quadratic stoch-

astic programs. The mathematical model considered here can be used to present several

real world applications, including financial and production planning problems. We dis-

cuss fundamental properties associated with the proposed algorithm and analyze the

convergence and complexity of the algorithm.
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1. Introduction

In this paper, we study the following two-stage quadratic stochastic

programs:
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ðQSPÞ min cTx þ 1

2
xTPx þ qðxÞ

s:t: Ax ¼ b;

x P 0;

ð1Þ

where P 2 Rn�n is symmetric positive semidefinite, A 2 Rs�n, c 2 Rn and

b 2 Rs, and q(x) is the recourse function defined by

qðxÞ ¼ E½qðx; ~nÞ�; ð2Þ
where, for each realization n 2 N

qðx; nÞ :¼ min qðnÞTyðnÞ þ 1

2
yðnÞTDðnÞyðnÞ

s:t: T ðnÞx þ W ðnÞyðnÞ ¼ hðnÞ;

yðnÞ P 0:

ð3Þ

Throughout this paper, E stands for expectation with respect to the random

variable ~n, N is the support of ~n. The problem (1) in the first stage is called
the master problem where all the cost coefficient matrix P and vector c, the

constraint matrix A and vector b are assumed to be deterministic. The recourse

problem (3) in the second stage is called a subproblem where the associated

cost coefficient vector qðnÞ 2 Rm, and matrix DðnÞ 2 Rm�m is symmetric posi-

tive semidefinite the recourse matrix, W ðnÞ 2 Rl�m and demand vector

hðnÞ 2 Rl, and the technology matrix T ðnÞ 2 Rl�n are all dependent on the ran-

dom vector n 2 N. Further, E½qðx; ~nÞ� denotes the expected value of minimum

extra costs based on first-stage decision and random events. It is worthwhile
mentioning that the usual origin of the constraint equations in (3) is the desire

to satisfy the condition T(n)x 	 h(n) = 0. However, because of the randomness

of both T and h, this requirement can hardly be satisfied in general. ThusWy is

introduced to represent the ‘‘discrepancy’’.

Stochastic programs with recourse assign a probability distribution to

uncertain parameters, design ‘‘recourse’’, and minimize the cost of the master

decision plus the expected cost of the recourse decision. Stochastic program-

ming provides a powerful tool to treat problems under uncertainty. In partic-
ular quadratic stochastic programs have a special role in mathematical

programming with important application in finance and risk management.

For instance two-stage financial planning problems that use quadratic risk

measures can be modelled QSPs [7]. For a basic introduction to stochastic

programming, its application and numerical methods, we refer the reader to

[2].

Note that by the convexity of q(Æ, n) [3], the objective function in (1) is con-

vex, and hence, the two-stage stochastic programming problem (1)–(3) is essen-
tially a convex nonlinear programming problem. However, in general it is very

46 G.-M. Cho / Appl. Math. Comput. 164 (2005) 45–69



Download English Version:

https://daneshyari.com/en/article/9506763

Download Persian Version:

https://daneshyari.com/article/9506763

Daneshyari.com

https://daneshyari.com/en/article/9506763
https://daneshyari.com/article/9506763
https://daneshyari.com

