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Abstract

ARIMA is a popular method to analyze stationary univariate time series data. There

are usually three main stages to build an ARIMA model, including model identification,

model estimation and model checking, of which model identification is the most crucial

stage in building ARIMA models. However there is no method suitable for both

ARIMA and SARIMA that can overcome the problem of local optima. In this paper,

we provide a genetic algorithms (GA) based model identification to overcome the prob-

lem of local optima, which is suitable for any ARIMA model. Three examples of times

series data sets are used for testing the effectiveness of GA, together with a real case of

DRAM price forecasting to illustrate an application in the semiconductor industry. The

results show that the GA-based model identification method can present better solu-

tions, and is suitable for any ARIMA models.
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1. Introduction

ARIMA is the method first introduced by Box–Jenkins [1] to analyze sta-

tionary univariate time series data, and has since been used in various fields.

The generalized form of ARIMA can be described as

/ðBÞUðBsÞð1� BÞdð1� BÞDY t ¼ hðBÞHðBsÞZt; ð1Þ
where B denotes the backward shift operator; d and D denote the non-seasonal
and seasonal order of differences taken, respectively; /(B), h(B), U(B) andH(B)

are polynomials in B and Bs of finite order p and q, P and Q, respectively, and

usually abbreviated as SARIMA (p,d,q)(P,D,Q)s. When there is no seasonal

effect, a SARIMA model reduces to pure ARIMA(p,d,q), and when the time

series data set is stationary a pure ARIMA reduces to ARMA(p,q).

The original assumptions and limitations of ARIMA include weak station-

arity, equally spaced observation intervals, and a length of about 50–100 obser-

vations [1,2]; in addition, it provides better formulation for incremental than
for structural change [2]. As we know, there are three main stages in building

an ARIMA model: (1) model identification, (2) model estimation and (3)

model checking. Although many previous papers have concentrated on model

estimation [3–10], model identification is actually the most crucial stage in

building ARIMA models [11], because false model identification will cause

the wrong stage of model estimation and increase the cost of re-identification.

The stages of building an ARIMA model are described in Fig. 1.

The first method uses the sample partial autocorrelation function (PACF)
and the sample autocorrelation function (ACF), as proposed by Box and Jen-

kins [1] to identify the models in AR and MA, respectively. However, when the

time series data sets have mixed ARMA effect, the plot cannot provide clear

Fig. 1. The stages of building ARIMA models.
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