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Abstract

Utilizing the estimator in Abu-Dayyeh et al. [Appl. Math. Comput. 139 (2003) 287],

we suggest an estimator using two auxiliary variables in simple random sampling. We

obtain mean square error (MSE) equation of the proposed estimator and theoretically

compare it with the MSE of the traditional estimator using two auxiliary variables. By

this comparison, we show the condition that the proposed estimator is more efficient

than the traditional one. In addition, we support this theoretical result by an application

with original data.
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1. Introduction

Suppose that an auxiliary variate xi, correlated with variate of interest yi, is
obtained for each unit in the sample which is drawn by simple random sam-

pling and that the population mean X of the xi is known. The regression
estimate of Y , the population mean of the yi, is

�yreg 1 ¼ �y þ bðX � �xÞ;

where b is an estimate of the change in y when x is increased by unity, �x and �y
are the sample means of the xi and yi, respectively. MSE of this estimate is

MSEð�yreg 1Þ ¼
1� f
n

S2y ð1� q2
yxÞ;
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where f ¼ n
N, n is the sample size, N is the population size, S2y and S2x are the

population variances of the yi and xi respectively, qyx ¼
Syx
SySx

is the population
correlation coefficient between yi and xi, Syx is the population covariance be-

tween yi and xi [2].
When there are two auxiliary variates as X1i and X2i, the regression estimate

of Y will be

�yreg 2 ¼ �y þ b1ðX 1 � �x1Þ þ b2ðX 2 � �x2Þ; ð1:1Þ

where b1 ¼
syx1
s2x1

and b2 ¼
syx2
s2x2
. Here, s2x1 and s2x2 are the sample variances of the

x1i and x2i, respectively, syx1 and syx2 are the sample covariances between yi
and x1i and between yi and x2i, respectively.

MSE of this estimate can be found as

MSEð�yreg 2Þ ffi
1� f
n

S2y 1
�

� q2
yx1

� q2
yx2

þ 2qyx1qyx2qx1x2

�
: ð1:2Þ

(see Appendix A).

2. The suggested estimator

Abu-Dayyeh et al. [1] proposed the following estimator of the population

mean assuming that the population means X 1 and X 2 of the auxiliary variables
were known:

�yratio ¼ �y
X 1

�x1

� �a1 X 2

�x2

� �a2

; ð2:1Þ

where a1 and a2 were real numbers.
We suggest using the ratio estimator given in (2.1) instead of �y in (1.1). By

this way, we obtain the following estimator:

�ypr ¼ �y
X 1

�x1

� �a1 X 2

�x2

� �a2

þ b1ðX 1 � �x1Þ þ b2ðX 2 � �x2Þ: ð2:2Þ

MSE of this estimator can be found using Taylor series method defined as

hð�x1;�x2; �yÞ ffi hðX 1;X 2; Y Þ þ
ohðc; d; eÞ

oc X 1;X 2;Y
ð�x1

���� � X 1Þ

þ ohðc; d; eÞ
od

����
X 1;X 2;Y

ð�x2 � X 2Þ þ
ohðc; d:eÞ

oe

����
X 1;X 2;Y

ð�y � Y Þ

(see [3]).
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