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Abstract

The concept of flexible communication permits one to model efficient asynchronous iterations on parallel com-
puters. This concept is particularly useful in two practical situations. Firstly, when communications are requested
while a processor has completed the current update only partly, and secondly, in the context of inner/outer iterations,
when processors are also allowed to make use of intermediate results obtained during the inner iteration in other
processors.
In the general case of nonlinear or linear fixed point problems, we give a global convergence results for asyn-

chronous iterationswith flexible communicationwhereby the iteration operators satisfy certain contraction hypothe-
ses. In this manner we extend to a contraction context previous results obtained for monotone operators with respect
to a partial ordering.
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1. Introduction

Parallel computers work efficiently only if thework load for a given computation between two synchro-
nisation points can be distributed evenly among the processors. At a synchronisation point, processors
generally need data which have been computed by other processors, so that usually they have to wait until
the other processors have finished their computation and, in the case of distributed memory architectures,
the communication of the data has been accomplished. There are situations where synchronisation may
become a decisive bottleneck. For example, on supercomputers with several thousands of processors,
synchronisation can become costly due to technical restrictions. Moreover in many applications, and in
particular for nonlinear problems, it can be difficult to predict the computational cost of each parallel
task, so that an even distribution of the work load between the processors cannot be achieveda priori. A
similar situation arises if the parallel computer in use is a cluster of heterogeneous workstations which,
in addition, may not be available in dedicated mode. Then, the computational power available on each
processor is unpredictable, so that it is again impossible to obtain a fair assignation whereby each parallel
task requires equal time between two synchronisation points. In such situations it can be advantageous
to use the asynchronous paradigm instead of the synchronous one.We think in particular of iterative pro-
cesses whereby each iterative step produces an approximation to the solution of a given problem. Then,
classically, synchronisation will occur at the beginning of each iterative step where processors build up
the value of the current iterate from the data computed in all processors. In the asynchronous case, these
synchronisation points are completely skipped. Therefore, if certain processors perform their iterative
step faster than others, then the processors will get ‘out of phase’.When building up ‘their’ current iterate,
the processors will now use data from other processors which will not correspond to the data used in the
synchronized algorithm. In this manner, the asynchronous paradigm tends to eliminate idle times due to
synchronisation. On the other hand, the resulting asynchronous iteration is less structured, and there is a
need for theoretical results concerning the convergence and the speed of convergence of such methods.
Asynchronous iterations have been studied and implemented by many authors for a variety of different

applications. Any attempt to list all relevant publications is beyond the scope of this paper. Instead, we
refer to the overview article[11] and the book[5] for references in the case of linear and nonlinear systems
of equations and minimization problems and the very recent papers[1–3] for multisplitting ideas and
applications to complementarity problems. The recent paper[17] analyses for the first time asynchronous
iterations from a stochastic perspective.
In this study, we further develop on a recent and general class of asynchronous iterations for linear and

nonlinear fixed point problems which has first been brought forward in a mathematical form in[8,13].
This concept, called ‘asynchronous iterations with flexible communication’ allows for an even larger
degree of freedom on when and how communications are to be performed than the classical model for
asynchronous iterations (see[7,12,4,5]). In particular, the flexible communication model is well suited
to the following two situations which we call the ‘partial update’ situation and the ‘inner/outer’ context.
In the partial update situation, each processor has several components, say a block, of the iterate vector

to update, and it may happen that another processor requests data at a moment when this processor has
updated only a part of the components of its block. In the classical asynchronous model, communication
of data would have to be delayed until the update is completed. This actually introduces an undesirable
partial synchronisation together with idle times. In the asynchronous model with flexible communication
we avoid this drawback and allow for the possibility to communicate data as soon as it is requested, even
if updates are completed only partly.
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