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#### Abstract

We present a toolbox for extracting asymptotic information on the coefficients of combinatorial generating functions. This toolbox notably includes a treatment of the effect of Hadamard products on singularities in the context of the complex Tauberian technique known as singularity analysis. As a consequence, it becomes possible to unify the analysis of a number of divide-and-conquer algorithms, or equivalently random tree models, including several classical methods for sorting, searching, and dynamically managing equivalence relations.
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This study was motivated by a desire to unify the analysis of a number of algorithms and data structures of computer science. By analysis we mean here (precise) average-case analysis of cost functions as introduced by Knuth and illustrated in the collection [41] as well as in his monumental series, The Art of Computer Programming (see especially [39,40]). In the first part of this paper (Sections 1 and 2), we consider a major paradigm of algorithmic design, the "divide-and-conquer" principle, which is closely related to families of random trees and associated "tree recurrences". The basic framework is described

[^0]in Section 1, while lead examples are introduced in Section 2. Our treatment rests on combinatorial generating functions.

The central part of this paper (Sections 3 and 4 ) is devoted to the process of extracting coefficients, at least asymptotically, from generating functions. Singularities have long been recognized to contain highly useful information in this regard, and we start by recalling in Section 3 the basic principles of the complex Tauberian approach known as "singularity analysis". Applications to algorithms and trees require, in particular, techniques for coping with generating functions that may be constructed by a tower of several transformations. Here, we develop the theory of composition of singularities under Hadamard products in Section 4. (The reader only interested in complex-analytic aspects can jump directly to Sections 3 and 4.)

The final part (Sections 5 and 6) returns to the original problem of analyzing divide-and-conquer algorithms, taking full advantage of the analytic results of previous sections. Tree recurrences and first moments form the subject of Section 5, where full asymptotic expansions are derived for expectations of costs. Section 6 describes possible extensions of the basic framework to the determination of variances and higher moments as well as to some other random tree models.

## 1. Introduction

"Divide-and-conquer" is a major principle of algorithmic design in computer science. An instance ( $I$ ) of a problem to be solved is first split into smaller subproblems $\left(I^{\prime}, I^{\prime \prime}\right)$ that are solved recursively by the same process; the partial solutions are then woven back to yield a solution to the original problem. The abstract scheme is then of the form

$$
\begin{align*}
\text { solve }(I):= & \left(I^{\prime}, I^{\prime \prime}\right):=\operatorname{split}(I) \\
& J^{\prime}:=\operatorname{solve}\left(I^{\prime}\right) ; J^{\prime \prime}:=\operatorname{solve}\left(I^{\prime \prime}\right) ; \\
& \operatorname{return} \operatorname{weave}\left(J^{\prime}, J^{\prime \prime}\right) \tag{1}
\end{align*}
$$

(Problems of size smaller than a certain threshold are treated directly without any recursive call.) Algorithms resorting to scheme (1) include classical sorting methods (mergesort, quicksort, radix-exchange sort), data structures based on trees (binary search trees, digital trees known as "tries", quadtrees for multidimensional search, union-find trees) as well as various methods used in computational geometry, distributed computation, and communication theory. We refer the reader to classical books on data structures, algorithms, and analysis of algorithms for details, for instance, [10,31,35,40,47,48,57,58,60,62].

In general, a class of probabilistic models $\mathfrak{M}_{n}$ indexed by the size $n$ of the problem instance is assumed to reflect the nature of data fed to the algorithm. A cost function-typically, the number of certain operations performed by the algorithm - then becomes a random variable $X_{n}$ whose form is induced by $\mathfrak{M}_{n}$ and the particular divide-and-conquer algorithm considered. The problem is then to obtain characteristics of $X_{n}$, for instance its mean, higher moments, or even distributional information. The asymptotic limit $n \rightarrow \infty$ is usually considered, since an important phenomenon of "asymptotic simplification" is to be expected in a large number of situations.

Under natural conditions, a recurrence that closely mimics the recursive structure of (1) relates the random variables $X_{n}$ :

$$
\begin{equation*}
X_{n}=t_{n}+X_{K_{n}}+\widetilde{X}_{n-a-K_{n}} . \tag{2}
\end{equation*}
$$
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