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Abstract

Nash equilibrium constitutes a central solution concept in game theory. The task of detecting the Nash equilibria
of a finite strategic game remains a challenging problem up-to-date. This paper investigates the effectiveness of three
computational intelligence techniques, namely, covariance matrix adaptation evolution strategies, particle swarm
optimization, as well as, differential evolution, to compute Nash equilibria of finite strategic games, as global minima
of a real-valued, nonnegative function. An issue of particular interest is to detect more than one Nash equilibria of a
game. The performance of the considered computational intelligence methods on this problem is investigated using
multistart and deflection.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Game theory is a mathematical theory of socio-economic phenomena exhibiting interaction among
decision-makers, calledplayers, whose actions affect each other. The fundamental assumptions that
underlie the theory are that players pursue well-defined exogenous objectives and take into account
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their knowledge, or expectations, of other players’ behavior[17]. The theory has been so far applied in
the fields of economics, political science, evolutionary biology, computer science, statistics, accounting,
social psychology, law, and branches of philosophy such as epistemology and ethics[1].

A gameis a model of strategic interaction among a number of players, which includes the constraints
on the actions that players can take and the players’ interests, but does not specify the actions that players
do take. Asolutionis a systematic description of the outcomes that may emerge in a game[17]. In this
paper we consider only the family ofstrategic, ornormal form, games. The most commonly encountered
solution concept in game theory is that ofNash equilibrium[15,16]. This notion captures a steady state
of the play of a strategic game, in which each player holds correct expectations concerning the other
players’ behavior and acts rationally.

The problem of detecting the Nash equilibria of a finite strategic game admits a number of alternative
formulations, yet computing such solutions remains a challenging task up-to-date (for a comprehensive
review on algorithms to compute equilibria ofn-person games see[13], for a survey of algorithms
for 2-player games see[28]). Furthermore, an algorithm that computes a single Nash equilibrium is
unsatisfactory for many applications. Even if the resulting equilibrium is perfect, or satisfies some other
criterion posed in the literature on refinements of Nash equilibrium, we cannot eliminate the possibility
that other, more salient equilibria exist[13].

The problem of computing a Nash equilibrium can be formulated as a global optimization problem
[12]. This formulation allows us to consider three computational intelligence methods, namely, covariance
matrix adaptation evolution strategies (CMA-ES), particle swarm optimization (PSO), and differential
evolution (DE), to detect Nash equilibria. CMA-ES, PSO and DE are stochastic optimization methods
capable of handling nondifferentiable, nonlinear and multimodal objective functions. They exploit a
population of potential solutions to probe the search space synchronously. Each member of the population
adapts its position towards the most promising regions of the function’s landscape, characterized, in the
case of minimization, by lower function values. Incorporatingmultistart [30] or deflection[11], more
than one global minima of the objective function can be obtained.

The remaining paper is organized as follows: Section 2 is devoted to a brief exposition of basic concepts
of game theory and the formulation of the problem. In Section 3, the computational intelligence methods
considered, as well as, the techniques employed to compute more than one minimizers of a function, are
described. Section 4 outlines the proposed algorithmic scheme and discusses the experimental results.
The paper ends with conclusions in Section 5.

2. Notation and problem formulation

2.1. Strategic games and Nash equilibrium

A finite strategic game, � = 〈(N), (Si), (ui)〉, is defined by[17],

• a finite setN = {1, . . . , N} of players,
• for each playeri ∈ N, a set of actions, pure strategies,Si = {si1, . . . , simi },• for each playeri ∈ N, apayoff function, ui : S → R, is also defined, whereS = S1 × S2 × . . .× SN

is the Cartesian product of all setsSi .
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