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a b s t r a c t

In this paper we give constructions of self-orthogonal and self-dual codes, with respect
to certain scalar products, with the help of orbit matrices of block designs and quotient
matrices of symmetric (group) divisible designs (SGDDs) with the dual property. First
we describe constructions from block designs and their extended orbit matrices, where
the orbit matrices are induced by the action of an automorphism group of the design.
Further, we give some further constructions of self-dual codes from symmetric block
designs and their orbit matrices. Moreover, in a similar way as for symmetric designs, we
give constructions of self-dual codes from SGDDswith the dual property and their quotient
matrices.

© 2018 Elsevier B.V. All rights reserved.

1. Introduction

Throughout the paper the terminology and notation regarding block designs and codes follow [1,4,20]. For more
information about divisible designs we refer the reader to [6].

Let C ⊆ Fn
p be a linear code. Its dual code is the code C⊥

= {x ∈ Fn
p|x · c = 0, ∀c ∈ C}, where · is the standard

inner product. The code C is called self-orthogonal if C ⊆ C⊥, and C is called self-dual if C = C⊥. We may use a symmetric
nonsingular matrix U over the field Fp to define a scalar product ⟨·, ·⟩U for row vectors in Fn

p: ⟨a, c⟩U = aUcT (see [14,21]).
The U-dual code of a linear code C is the code CU

= {a ∈ Fn
p | ⟨a, c⟩U = 0, ∀c ∈ C}. A code C is called self-U-dual, or self-dual

with respect to U , if C = CU .
Given anm × n integer matrix A, we denote by rowF(A) the linear code over the field F spanned by the rows of A, and by

colF(A) we denote the linear code over the field F spanned by the columns of A. By rowp(A) and colp(A) we denote the p-ary
linear codes spanned by the rows of A and columns of A, respectively.

In this paper we construct codes from orbit matrices of block designs and quotient matrices of symmetric group divisible
designs (SGDDs) with the dual property, which are self-dual or self-orthogonal with respect to certain scalar products.

The paper is organized as follows. In Section 2, we will define orbit matrices of block designs and quotient matrices of
symmetric group divisible designs (SGDDs) with the dual property. In Section 3, we will introduce several constructions of
self-orthogonal and self-dual codes from extended orbit matrices of block designs (that are not necessarily symmetric). A
starting point,which gave ideas for these constructions,was Theorem25 from [21] (given here as Theorem3.2) that describes
a construction of self-dual codes from incidence matrices of block designs. In Section 4, we give some more constructions
of self-dual codes related particularly to orbit matrices of symmetric block designs and also to quotient matrices of SGDDs
with the dual property. This paper can also be regarded as a generalization of the results presented in [8] and [10].
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2. Orbit matrices and quotient matrices

In this section, we give definitions and basic facts on orbit matrices of block designs and quotient matrices of symmetric
group divisible designs (SGDDs) with the dual property, that will be used in the rest of the paper.

2.1. Orbit matrices of block designs

A 2-(v, k, λ) design is a finite incidence structure D = (P,B, I), such that |P| = v, any element of B is incident with
exactly k elements of P , and any two elements of P are incident with exactly λ elements of B. The elements of the set P are
called points, and the elements of the set B are called blocks. LetD = (P,B, I) be a 2-(v, k, λ) design and let G ≤ Aut(D). We
will denotewith P1, . . . , Pn G-orbits of points, with B1, . . . , Bm G-orbits of blocks and let |Pi| = ωi, |Bj| = Ωj, where 1 ≤ i ≤ n,
1 ≤ j ≤ m. For the block x ∈ B and the point Q ∈ P we will introduce the following notation: ⟨x⟩ = {R ∈ P|(R, x) ∈ I},
⟨Q ⟩ = {y ∈ B|(Q , y) ∈ I}.

Let Q ∈ Pi, x ∈ Bj. We will denote:

γij = |⟨x⟩ ∩ Pi|, Γij = |⟨Q ⟩ ∩ Bj|.

It is known thatG-orbits of points andblocks give a tactical decomposition of the designD (see [3]). Therefore the numbers
γij do not depend on the choice of the block x, just like the numbers Γij do not depend on the choice of the point Q as the
representative of the point orbit Pi. The number γij equals the number of points from the point orbit Pi that are incident with
the block from the block orbit Bj. Similarly, Γij equals the number of blocks from the block orbit Bj that are incident with the
point from the point orbit Pi. Therefore:

n∑
i=1

γij = k, ∀j ∈ {1, . . . ,m},

m∑
j=1

Γij = r, ∀i ∈ {1, . . . , n}.

The proof of the following lemma can be found in [9].

Lemma 2.1. Let D = (P,B, I) be a block design, G ≤ Aut(D), and let ωi, Ωj, γij, Γij be defined as before. The following equations
hold:

(a) Ωjγij = ωiΓij;

(b)
m∑
j=1

Γijγsj = λωs + δis · (r − λ), where δis is the Kronecker delta, i, s ∈ {1, . . . , n}.

The following proposition can be obtained using Lemma 2.1.

Proposition 2.1 ([9]). Let D = (P,B, I) be a block design, G ≤ Aut(D), and let ωi, Ωj, γij, Γij be defined as before. The following
equations hold:

1.
n∑

i=1

γij = k;

2.
m∑
j=1

Ωj

ωi
γijγsj = λωs + δis · (r − λ).

We will now define point and block orbit matrices as they are defined in [7].

Definition 2.1. A point orbit matrix for parameters (v, k, λ) and the orbit length distribution for points ω = (ω1, . . . , ωn),
and for blocks Ω = (Ω1, . . . , Ωm) is any n × m matrix S = [Γij] with the elements from N0 satisfying the following
properties:

1. 0 ≤ Γij ≤ Ωj, 1 ≤ i ≤ n, 1 ≤ j ≤ m; 2.
m∑
j=1

Γij = r , 1 ≤ i ≤ n;

3.
n∑

i=1

ωi

Ωj
Γij = k, 1 ≤ j ≤ m; 4.

m∑
j=1

ωt

Ωj
ΓsjΓtj =

{
λωt , s ̸= t,
λ(ωt − 1) + r, s = t.

Then it holds that:
∑n

i=1ωi = v,
∑m

j=1Ωj = b, r =
v−1
k−1λ and b =

vr
k .
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