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Abstract

We introduce a set of new Markov chain Monte Carlo algorithms for Bayesian analysis of the
multinomial probit model. Our Bayesian representation of the model places a new, and possibly
improper, prior distribution directly on the identi0able parameters and thus is relatively easy to
interpret and use. Our algorithms, which are based on the method of marginal data augmentation,
involve only draws from standard distributions and dominate other available Bayesian methods
in that they are as quick to converge as the fastest methods but with a more attractive prior
speci0cation. C-code along with an R interface for our algorithms is publicly available.1
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1. Introduction

Discrete choice models are widely used in the social sciences and transportation stud-
ies to analyze decisions made by individuals (see, e.g., Maddala, 1983; Ben-Akiva and
Lerman, 1985). Among such models, the multinomial probit model is often appealing
because it lacks the unrealistic assumption of independence of irrelevant alternatives of
logistic models (see, e.g. Hausman and Wise, 1978). Despite this appeal, the model is
sometimes overlooked because model 0tting can be computationally demanding owing
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1 R is a freely available statistical computing environment that runs on any platform. The R software
that implements the algorithms introduced in this article is available from the 0rst author’s website at
http://www.princeton.edu/∼kimai/.
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to the required high-dimensional integrations. Recent advances in Bayesian simulation,
however, have shown that Gibbs sampling algorithms based on the method of data
augmentation can provide reliable model 0tting (Geweke et al., 1994). Hence, the de-
velopment of eFcient Markov chain Monte Carlo (MCMC) algorithms has been a
topic of much recent work; see, e.g., McCulloch and Rossi (1994), Chib et al. (1998),
Nobile (1998), McCulloch et al. (2000), Nobile (2000), and McCulloch and Rossi
(2000).
The basic computational strategy of the proposed MCMC methods is to identify an

underlying set of Gaussian latent variables, the relative magnitudes of which deter-
mines the choice of an individual. Because the natural parameterization of this model
is unidenti0able given the observed choice data, a proper prior distribution is required
to achieve posterior propriety. As proposed by McCulloch and Rossi (1994), a Monte
Carlo sample of the identi0able parameters can then be recovered and be used for
Monte Carlo integration in a Bayesian analysis. A complication involved in this proce-
dure is that the prior distribution for the identi0able model parameters is determined as
a byproduct. Inspection (e.g., via simulation) is therefore required to determine what
prior distribution is actually being speci0ed and how sensitive the 0nal results are to
this speci0cation.
To improve the computational performance of McCulloch and Rossi’s (1994) algo-

rithm (but without addressing the diFculties in the prior speci0cation), Nobile (1998)
introduced a “hybrid Markov chain.” This hybrid is quite similar to the original algo-
rithm but adds an additional Metropolis step to sample the unidenti0able parameters
and appears to dramatically improve the performance (i.e., mixing) of the resulting
Markov chains. We illustrate that the improved mixing of Nobile’s hybrid method
seems to be primarily for the unidenti0able parameter—the gain for the identi0able
model parameters is much smaller, at least in terms of the autocorrelation of their
Monte Carlo draws. Nonetheless, Nobile’s method has an advantage over McCulloch
and Rossi (1994) in that it can be less sensitive to starting values. In addition to this
clari0cation of the improvement oKered by Nobile’s method, we point out an error
in Nobile’s derivation which can signi0cantly alter the stationary distribution of the
resulting Markov chain and thus hamper valid inference.
A second computational innovation was introduced by McCulloch et al. (2000) and

aims to address the diFculties with prior speci0cation (but without addressing the
computational speed of the algorithm). In particular, this proposal speci0es a prior
distribution only on the identi0able parameters and constructs a Markov chain that
0xes the unidenti0able parameter. Unfortunately, as pointed out by McCulloch et al.
(2000) and Nobile (2000), the resulting algorithm can be much slower to converge
than either the procedure of McCulloch and Rossi (1994) or of Nobile (1998).
To clarify comparisons among existing algorithms and the algorithms we introduce,

we specify three criteria: (1) the interpretability of the prior speci0cation, (2) the
computational speed of the algorithm, and (3) the simplicity of implementation. Our
comparisons among the three existing algorithms appear in Table 1, which indicates
that none of the algorithms dominates the others.
The primary goal of this article is to introduce new algorithms that perform better

than the existing algorithms when evaluated in terms of these three criteria. That is, our
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