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Abstract

This paper demonstrates that a misspecified model of information processing interferes with long-run 
learning and allows inefficient choices to persist, despite sufficient information for asymptotic learning. 
I consider an observational learning environment in which agents observe a private signal about an unknown 
state and some agents observe the actions of their predecessors. Individuals face an inferential challenge 
when extracting information from the actions of others, as prior actions aggregate multiple sources of cor-
related information. A misspecified model allows for the fact that an agent may not be able to distinguish 
between new and redundant information, and may have an incorrect model of how others process this infor-
mation. When individuals significantly overestimate the amount of new information, beliefs about the state 
become entrenched and incorrect learning occurs with positive probability. When individuals sufficiently 
overestimate the amount of redundant information, beliefs fail to converge and learning is incomplete. 
Learning is complete when agents have an approximately correct model of inference, establishing that the 
correctly specified model is robust to perturbation.
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1. Introduction

Observational learning plays an important role in the transmission of information, opinions 
and behavior. People use bestseller lists to guide their purchases of books, cars and computers. 
Co-workers’ decisions to join a retirement plan influence a person’s decision to participate her-
self. Social learning also influences behavioral choices, such as whether to smoke or exercise 
regularly, or ideological decisions, such as which side of a moral or political issue to support. 
Given the gamut of situations influenced by observational learning, it is important to under-
stand how people learn from the actions of their peers. This paper explores how a misspecified 
model of information processing may interfere with asymptotic learning, and demonstrates that 
biased learning offers an explanation for how inefficient choices can persist, incorrect beliefs 
can become entrenched, or beliefs can fail to converge, despite sufficient evidence for complete 
learning.

Individuals face an inferential challenge when extracting information from the actions of 
others. An action often aggregates multiple sources of correlated information. Full rationality 
requires an agent to have a correct model of how others process this information, in order to 
parse out the new information and discard redundant information. This is a critical feature of 
standard observational learning models in the tradition of Smith and Sorensen (2000). In these 
models, agents understand exactly how preceding agents incorporate the action history into their 
decision-making rule, and are aware of the precise informational content of each action. How-
ever, what happens if agents are unsure about how to draw inference from the actions of their 
predecessors? What if they believe the actions of previous agents are more informative than is 
actually the case, or what if they attribute too many prior actions to redundant information and 
are not sensitive enough to new information? Motivated by this possibility, I allow agents to 
have a misspecified model of the information possessed by other agents. This draws a distinction 
between the perceived and actual informational content of actions.

Consider an observational learning model where individuals have common-value preferences 
that depend on an unknown state of the world. They act sequentially, observing a private signal 
before choosing an action. A fraction p of individuals also observe the actions of previous agents. 
These socially informed agents understand that prior actions reveal information about private 
signals, but fail to accurately disentangle this new information from the redundant information 
also contained in prior actions. Formally, informed agents believe that any other individual is 
informed with probability p̂, where p̂ need not coincide with p. When p̂ < p, an informed de-
cision maker attributes too many actions to the private signals of uninformed individuals. This 
leads her to overweigh information from the public history, and allows public beliefs about the 
state to become entrenched, possibly unjustifiably so. On the other hand, when p̂ > p, an in-
formed decision maker underweights the new information contained in prior actions, rendering 
beliefs more fragile to contrary information. Thus, the difference between p̂ and p determines 
the level of model misspecification.

To understand how model misspecification affects long-run learning requires careful analysis 
of the rate of information accumulation, and how this rate depends on the way informed agents 
interpret prior actions through their belief p̂. The main result of the paper (Theorem 1) specifies 
thresholds p̂1 and p̂2, such that when p̂ < p̂1 both correct and fully incorrect learning occur 
with positive probability, when p̂ > p̂2, beliefs about the state perpetually fluctuate, rendering 
learning incomplete, while when p̂ ∈ (p̂1, p̂2), correct learning occurs with probability one. The 
first two cases admit the possibility of inefficient learning: with positive probability, informed 
agents choose the inefficient action infinitely often, despite observing sufficient information to 
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