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Abstract

We explore the intuitive idea that more information leads to greater dispersion of posterior beliefs about 
the expected state of the world. First, we show that two dispersion orders that have been widely used as 
informativeness criteria do not satisfy the desirable property of ordinality of states (OS), i.e., invariance 
to increasing monotone state transformations. Then, for the class of monotone information systems, we 
characterize the weakest information criteria that respect OS and imply the dispersion orders. Our charac-
terizations consist of intuitive conditions on the joint distributions of signals and states. Because of OS, the 
information criteria induce the dispersion orders not only on the posterior expectations of states, but also of 
state utilities, under any strictly increasing vNM utility function.
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1. Introduction

In Bayesian decision problems, informativeness and the dispersion of posterior beliefs appear 
to be linked. Intuitively, the more informative is an information system, the more ‘aggressive’ 
is Bayesian updating and, hence, the more dispersed tend to be the posterior expectations. 
Therefore, some recent papers equate informativeness with the dispersion of posterior expec-
tations. That is, they use dispersion orderings as information criteria (e.g., Baker [1]; Eckwert 
and Zilcha [4]; Ganuza and Penalva [5]; Li [10]).

In this paper, we show that the resulting information criteria are, in general, not invariant to 
increasing state transformations, even though these transformations fully preserve the informa-
tion that is revealed. Other well-known information criteria, such as sufficiency (Blackwell [3]), 
effectiveness/accuracy (Lehmann [9]; Persico [13]), and efficiency (Kim [8]), do satisfy this de-
sirable invariance property, which we call ordinality of states (OS).

To remedy this drawback of equating information with dispersion, for the class of monotone 
information systems, we characterize the weakest information criteria that respect OS and im-
ply the two dispersion orders studied in Ganuza and Penalva [5]. These characterizations consist 
of intuitive conditions on the joint distributions of signals and states. The information criterion 
that characterizes mean-preserving spread (MPS) dispersion and OS we call the ‘weak’ infor-
mativeness criterion. The information criterion that characterizes supermodular (SM) dispersion 
and OS we call the ‘strong’ informativeness criterion. Because of OS, a weakly (strongly) more 
informative system induces greater MPS (SM) dispersion not only on the posterior expectations 
of states, but also of state utilities, under any strictly increasing vNM utility function.

Finally, we show that an information system consisting of a convex combination of systems 
that are informationally ordered has intermediate informativeness and dispersion. In this sense, 
the ray between ordered systems is ordered.

2. Model and dispersion orders

Let q̃ be a random variable with realization q , describing the state of the world. The state 
variable q̃ takes values in Q := [q, q̄] ⊂ R. Denote by h(q) > 0 the pdf of the prior of q̃ and 
by H(q) its cdf. At decision time, the realized state is unknown. However, a real-valued, noisy 
signal s̃ that is correlated with the state is observed.

An information system is a joint density f (s, q) of signals and states with associated cu-
mulative distribution function F(s, q) = Pr[s̃ ≤ s, q̃ ≤ q]. Denote by f (s|q) and F(s|q) the 
conditional signal density and distribution functions, respectively. The marginal distribution of 
the signal has density f (s) = ∫

Q
f (s, q) dq . Without loss of generality, we assume that no sig-

nal is redundant, i.e., f (s) > 0 ∀s. Similarly, we can freely assume that signals are uniformly 
distributed on S = [0, 1], i.e., f (s) = 1 for all s.1 Then, by Bayes’ rule, the posterior pdf of q̃ is 
h(q|s) = f (s, q), while the posterior cdf is H(q|s) := ∫ q

q
h(q ′|s) dq ′.

1 Indeed, any information system with strictly positive marginal signal density can be transformed into an equivalent 
system with uniformly distributed signals on [0, 1]. For a given prior and information system f : S ×Q → R+ , consider 
the transformation π̃ := F ◦ s̃, where F is the cdf of the marginal signal density. Under our assumptions, F is strictly 
increasing and continuous. Therefore, π̃ is uniformly distributed on [0, 1], and signal monotonicity is preserved since 
the transformation is monotonic. Moreover, the transformed signal π̃ = F(s̃) fully reveals the realizations of the original 
signal, s̃, in terms of quantiles and, therefore, conveys exactly the same information. Lehmann [9] shows that even if F
is not continuous or strictly increasing, it is always possible to define an informationally equivalent system such that the 
corresponding marginal signal distribution is continuous and strictly increasing.
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