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Abstract

Starting with the seminal paper of Gilboa and Schmeidler (1989) [32] an analogy between the maxmin
approach of decision theory under ambiguity and the minimax approach of robust statistics – e.g., Blum and
Rosenblatt (1967) [10] – has been hinted at. The present paper formally clarifies this relation by showing
the conditions under which the two approaches are actually equivalent.
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Prior distributions can never be quantified or elicited exactly (i.e., without error),
especially in a finite amount of time.

Berger [6, p. 64]
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1. Introduction

Since the seminal work of Gilboa and Schmeidler [32, p. 142] a relation between decision
making under ambiguity and robust statistics has been hinted at, and indeed immediate sim-
ilarities are quite evident. At the same time, a formal treatment of this topic and a complete
characterization of the relation between the two approaches is still missing. The object of this
paper is to fill the gap, that is, relating ambiguity (also called Knightian uncertainty or model
uncertainty) to prior uncertainty.

Ambiguity refers to the case in which a decision maker does not have sufficient information
to quantify through a single probability distribution the stochastic nature of the problem he is
facing. This uncertainty is captured by using nonadditive probabilities – capacities – or sets
of probability measures over the space of states of the world (usually observations, in many
economic applications).1

Prior uncertainty, in a parametric statistical model {Pθ }θ∈Θ , refers to uncertainty about the
prior μ on Θ . This is a classical problem in robust statistics, where uncertainty is again repre-
sented by capacities or sets of priors over the space Θ of parameters.2

Clearly, prior uncertainty can be reduced to ambiguity. Loosely, if ν is a (prior) capacity on
the space Θ of parameters, then

ν̄(·)=
∫
Θ

Pθ(·) dν(θ) (1)

defines a (predictive) capacity on the states of the world. Analogously, if Γ is a set of priors on
the space Θ of parameters, then{

μ̄(·)=
∫
Θ

Pθ(·) dμ(θ): μ ∈ Γ

}
(2)

defines a set of (predictive) probability measures on the states of the world.3

In this paper we address the converse problem. That is, we start from a decision theoretic
framework of ambiguity and we show under which conditions the decision problem admits a
(suitably unique) rephrasing in terms of prior uncertainty. In this way, we are able to provide an
axiomatic and behaviorally falsifiable foundation to the criteria used in robust statistics and to
suggest the general form such criteria could take (see Section 4.1.1 for a discussion of the specific
case of robust estimation). We achieve this goal by merging the decision theoretic assumptions
that are by now established in the literature of choice under ambiguity with some of the funda-
mental insights contained in Wald [60], Ellsberg [24], Nehring [47], and Gilboa, Maccheroni,
Marinacci, and Schmeidler [30].

We model ambiguity by using a generalized Anscombe–Aumann setting as in Gilboa, Mac-
cheroni, Marinacci, and Schmeidler [30]. We denote by Ω the space of states of the world and

1 Early classical references are Schmeidler [53], Bewley [8], and Gilboa and Schmeidler [32]. See Gilboa and Mari-
nacci [31] for a recent survey.

2 In the words of Blum and Rosenblatt [10, p. 1671]: “Except in rare situations, information concerning the a priori
distribution of a parameter is likely to be incomplete. Hence the use of a Bayes rule on some systematically produced
choice for an a priori distribution . . . is difficult to justify . . . In this note we investigate . . . the case in which it is known
only that the distribution of the parameter is a member of some given family.” See also Randles and Hollander [49],
Shafer [55], as well as Berger [6] and [7].

3 See Marinacci [45] for the distinction between prior and predictive probability measures in a setup with ambiguity.
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