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Abstract

We present a method to identify a fuzzy model from data by using the fuzzy Naive

Bayes and a real-valued genetic algorithm. The identification of a fuzzy model is com-

prised of the extraction of ‘‘if–then’’ rules that is followed by the estimation of their

parameters. The involved parameters include those which determine the membership

function of fuzzy sets and the certainty factors of fuzzy if–then rules. In our method,

as long as the fuzzy partition in the input–output space is given, the certainty factor

of each rule is computed with the fuzzy conditional probability of the consequent con-

ditioned on the antecedent by using the fuzzy Naive Bayes, which is a generalization of

Naive Bayes. The fuzzy model involves the rules characterized by the highest values of

certainty factors. The certainty factor of each rule is the fuzzy conditional probability,

and it reflects the inner relationship between the antecedent and the consequent. In

order to improve the accuracy of the fuzzy model, the real-valued genetic algorithm
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is incorporated into our identification process. This process concerns the optimization

of the membership functions occurring in the rules. We just involve the parameters of

membership function of the fuzzy sets into the real-valued genetic algorithm, since

the certainty factor of each rule can be computed automatically. The performance of

the model is shown for the backing-truck problem and the prediction of Mackey–Glass

time series.
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1. Introduction

When some additional parameters are incorporated into fuzzy modelling,

the power of knowledge representation will be strengthened greatly, since in

the application, the knowledge acquisition often involves imprecision [25].

The knowledge imprecision may be derived from several sources: the knowl-

edge acquisition process used, the availability of the domain experts, the
knowledge representation and reasoning method being employed. Therefore,

it is necessary to introduce some additional parameters. A popular parameter

in fuzzy modelling is the certainty factor of each fuzzy if–then rule, which de-

scribes how certain the relationship between the antecedent and the conse-

quent of this rule is. The certainty factors can also fine tune the final fuzzy

model, since the influence of the certainty factor is local [16]. Although the

advantage of the certainty factor is clear, its determination is still a difficult

problem. In general, the identification of the fuzzy model is a key problem
in the application. There are mainly two approaches to tackle this problem.

One is directly summarizing the operators� or experts� experiences and trans-

lating their knowledge into fuzzy rules. The knowledge acquisition and verifi-

cation processes, however, are difficult and time-consuming. The other

approach is obtaining fuzzy rules through machine learning, with which

knowledge can be automatically generated or extracted from sample cases

or examples.

In previous research about the automatic extraction of fuzzy models from
data, the certainty factors were independently determined [1,2]. This means

that these works didn�t take into account the explicit relationship between

the certainty factors and the fuzzy partition in the input–output space. The

omission of this relationship will cause the number of parameters which should

be determined independently to increase, and fail to give the theoretical

instruction in designing the fuzzy model. One possible way to discuss the rela-

tionship between the certainty factors and other parts of the fuzzy model is the

fuzzy Naive Bayes presented in Section 3.3.
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