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Abstract

We present an application of the measure of entropy for credal sets: as a branching crite-

rion for constructing classification trees based on imprecise probabilities which are determined

with the imprecise Dirichlet model. We also justify the use of upper entropy as a global uncer-

tainty measure for credal sets and present a deduction of this measure. We have carried out

several experiments in which credal classification trees are built taking a global uncertainty

measure as a basis. The results show how the introduced methodology improves the perfor-

mance of traditional methods (Naive Bayes and C4.5), by providing a much lower error rate.
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1. Introduction

Classification is an important problem in the area of machine learning in which

traditional probability theory has been extensively used. Basically, we have an

incoming set of observations, called the training set, and, generally, we want to
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obtain a model to assign a value of the class variables to any new observation. The

set of observations used to assess the quality of this model is also called the test set.

Classification has notable applications in medicine, recognition of hand-written

characters, astronomy, banking, etc. The learned classifier can be represented as a

Bayesian network, a neural network, a classification tree, etc. These methods nor-
mally use the theory of probability to estimate the parameters with a stopping crite-

rion to limit the complexity of the classifier and to avoid overfitting.

In some previous papers [4–6], we have introduced a new procedure to build clas-

sification trees based on the use of imprecise probabilities. Classification trees have

their origin in Quinlan�s ID3 algorithm [24], and a basic reference is the book by

Breiman et al. [8]. In this paper, we also apply decision trees for classification, but

as in [32], the imprecise Dirichlet model [29] is used to learn the model and to decide

among the possible classes.
In classical probabilistic approaches, information gain [24] is used to build the tree,

but then other procedures must subsequently be used to prune it, since information

gain tends to build structures which are too complex. We have shown that if impre-

cise probabilities are used and the information gain is computed by measuring the

total amount of uncertainty of the associated credal set (a closed and convex set

of probability distributions), then the problem of overfitting disappears and results

improve.

In [1–3], we studied how to measure the uncertainty of a credal set by generalizing
the measures used in the theory of evidence, [11,26]. We considered two main sources

of uncertainty: entropy and non-specificity. We proved that the proposed functions

satisfy the most basic desiderata of these types of measures [2,14,20].

We previously proved that by using a global uncertainty measure which is the

result of adding an entropy measure and a non-specificity measure, classification

results are better than those obtained by the C4.5 classification method,

based on Quinlan�s ID3 algorithm. In this paper, we have carried out some experi-
ments in which the upper entropy of the probability distributions of a credal set is
used to measure its uncertainty, and we find that the results obtained are even

better.

We consider two methods of building classification trees. In the first method, [4],

we start with an empty tree and in each step, the variable which produces the largest

decrease in the entropy of the class variable is selected for branching. The second

method quantifies the uncertainty of each individual variable in each node in the

same way, but also considers the results of adding two variables at the same time.

In this way, we aim to discover relationships involving more than two variables that
were not seen when investigating the relationships of a single variable with the class

variable.

In traditional probability, adding a new branch always produces a decrease in en-

tropy. It is necessary to include an additional criterion so as not to create models

which are too complex and therefore overfit the data. With credal sets, adding a

branch can produce smaller entropy but, at the same time, it will always give rise

to greater non-specificity. Under these conditions, we follow the same procedure

as in probability theory, but measuring the total uncertainty of adding a branch.
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