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Abstract

Recently, the information transmission properties of populations of neurons with

independent noise inputs were examined and it was shown that noise can improve the

transmission of sub-threshold signals. Information transmission is maximized at a certain

noise level which, in general, depends on the population size. In the central nervous system of

higher animals, however, the noise is likely to be correlated. In this paper we therefore

investigate the effect of correlations between neurons on the information transmission

properties of populations of neurons. We show that correlations in the noise inputs of neurons

not only decrease information transmission but also immediately reduce the optimal

population noise level to that of the single neuron. Hence, information about the population

size does not need to be made available to the single neuron and therefore local adaptation

rules as suggested in (Phys. Rev. Lett. 90 (2003) 120602) suffice.
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1. Introduction

It is well established that background activity can influence the information
transmission properties of cortical neurons [2] as, for example, in a stochastic
resonance setting [6]. The term stochastic resonance is used for the phenomenon, that
in a nonlinear dynamical system noise can improve the information transmission to a
certain fraction (see [3] for a review), and has been extensively studied in the context
of single neurons [7]. However, in the central nervous system of higher animals single
neurons rarely matter, and information is likely to be coded by populations of cells.
In a recent study we have shown, that the optimal noise level of a population of
neurons with mutually independent noise inputs depends on the population size [5].
If the dependency on the size is strong, a single neuron would need to process the
information about the population size in order to establish optimal information
transmission. If the dependency is weak, the neuron could instead use local
quantities to calculate the proper noise level as suggested in [9]. In this paper we
show that if correlations between neurons are considered, the optimal noise level of
the population immediately reduces to that of the single neuron, which means that
optimal information transmission can be achieved by a simple adaptation principle,
for which only local information is needed. The assumption of correlated noise
between neurons is reasonable from a biological point of view, because nearby
neurons share a certain fraction of their input [4].

This paper is organized as follows. First we introduce our model which consists of
a population of leaky integrate-and-fire neurons and we briefly describe how
information transmission through the population is estimated. In Section 3 we
present the numerical results and we show, how correlations in the background
activity alter the information transmission properties of the neural population.
Section 4, finally, concludes with a short discussion.

2. The model

2.1. The neural population

We consider a population of N leaky integrate-and-fire neurons as displayed in
Fig. 1. The total input to each neuron i is the sum of the input signal I stim and the
individual correlated noise input dW ðtÞ=dt: The entire output of the population is
generated by summing over all individual outputs Y i (called pooling in
neurophysiological terminology) in every time step Dt:

The membrane potential V of the leaky integrate-and-fire neuron changes in time
according to the following differential equation:

Cm

dV ðtÞ

dt
¼ �gLðV ðtÞ � ELÞ þ I stimðtÞ þ s

dW iðtÞ

dt
; (1)

where Cm ¼ 0:5 nF is the membrane capacitance, gL ¼ 25 nS the leak conductance of
the membrane, EL ¼ �74mV the reversal potential, Ibias a constant bias current,
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