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A b s t r a c t - - O n e  of the main problems dealing with iterative methods for solving polynomial sys- 
tems is the initialization of the iteration. This paper provides an algorithm to initialize the search of 
s o l u t i o n s  of polynomial systems. (~) 2005 Elsevier Ltd. All rights reserved. 
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1. I N T R O D U C T I O N  

Nonlinear systems, and in particular polynomial systems, arise, either directly or as a part of 
computing tasks, in many important mathematical areas, such as finite element methods, op- 
timization, with or without constraints or nonlinear least square problems [1,2]. On the other 
hand they also appear in a large number of fields of science such as physics, chemistry, biology, 
geophysics, engineering, and industry. See [3]. In all these contexts most of the practical methods 
for solving them are iterative. In [4] the reader can see other no iterative methods for solving 
polynomial systems. Given an initial approximation, x0, a sequence of iterates xk, k = 1, 2 , . . .  
is generated in such a way that, hopefully, the approximation to some solution is progressively 
improved. The convergence is not guaranteed in the general case and no global procedures are 
provided in order to find such a convenient approximation, x0. In [5] and [6] the reader can find 
the motivation and theoretical bases, and in [7-9] complete and recent surveys of such algorithms 
can be consulted. 

It is in the search for the above-mentioned approximations, x0, where this paper might con- 
tribute to improving such algorithms, by giving a general method, still in its early steps, that 
lets us locate zeros inside p-cubes in ~P, small enough to guarantee the convergence. 

Throughout this paper we consider polynomial systems of equations, written in the form 

F ( ~ I , . . .  , . p )  = ( / 1 ( x l  . . . . .  x~)  . . . . .  / . ( x l  . . . . .  x~ ) )  - -  (0  . . . . .  0) .  (1) 
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Given x = ( X l , . . .  , xp )  ~ ~.fl~, then  we set the  following nota t ion:  

x_~ = ( x l , . . . ,  X~- l ,X~+l , . . .  ,xp)  ~ 7~ ~-1, 

z - i - ~  = (Xl . . . .  , x s - l ,  x i+ l  . . . .  , x ~ - l ,  x~.+l, . . . .  xv)  C ~ p - 2 ,  

n~ -~ = {~-~; ~ E n~}, 

ni~ -2 = {~_~_~; = • T~P}, 

, 

~r~.i : 7~ ~ --, T~7~: ~. j  :, 

with  i < j ,  

(2) 

This ar t ic le  is organized as follows: in Section 2 a ma t r i x  model  is in t roduced  to  establ ish 
a sui table  order  to  solve the  unknowns from the  equat ions of  the  system. This  order  will be  

crucial  in the  following. Section 3 t rea t s  the  necessary condi t ions  for the  existence of  zeros in 
rectangles  of  ~P.  Section 4 deals wi th  sufficient condit ions,  and  the  main  result ,  Theorem 3, is 
in t roduced.  In Section 5, we bui ld a lower and upper  bound  of a kind of functions,  defined in 

the  next  pages,  t h a t  we will only  need for prac t ica l  calculations.  Final ly,  Section 6 provides a 
provisional  s t ruc ture  of  the  a lgori thm. An  example  is included to  i l lus t ra te  the  main  ideas. 

Throughout  th is  paper  the  e m p t y  set will be denoted  by  0. 

2. A M A T R I X  M O D E L  OF T H E  P R O B L E M  

Let  us s t a r t  this  sect ion with an  example of polynomial  systems,  given by  

f l ( x ,  y, z) ---- 6y 2 + 20y + 2x + 44z -- 170 = 0, 

f 2 ( x , y ,  z) = 3y 3 -- 43y -- 7x - 6z + 100 = 0, 

f s ( x , y ,  z) = z a -- 79z + 6x 2 -- 10y + 4 ---- 0. 

(3) 

The  a lgor i thm begins by  set t ing up a sui table  order  to  solve one different unknown from each 

equat ion of  the  system, in such a manner  t ha t  the  solved unknown from the  first equat ion,  say x, 
i t  also appea r s  in the  second one; the  solved unknown from the second equat ion,  for instance,  y, 

different to  the  unknown x, also appears  in the  th i rd  one; and  the solved unknown in the  th i rd  

equation,  z, different to  the  unknowns x and y, appears  in the  first one again, closing a loop. In  
this  sect ion we show tha t  a such choice can be done in the  general  case. To car ry  out  th is  t a sk  a 
ma t r i x  model  is developed.  

DEFINITION 1. 

1. Le t  Mp be the  set o f  matr ices  in T~pX~, wi th  p > 2, defined by 

Mp -- {A; A --  {aij}l<~,j_<p; a~j = 1 or  a~j --  0}.  (4) 

2. In Mp the relation " F "  is defined ~s 

(.4 = ~') ~ (g~, j  = 1, then ~ j  = 1).  (5) 

3. A matr ix ,  A ,  is said to he an a -ma t r i x ,  f f A  E M v and aU subsets  o£ k < p colmnns need, 

at  least, k + 1 rows to cover all i t s  ones. 

4. Le t  M be an a - m a t r i x ,  then M is said to be a m i n i m u m  a - m a t r i x ,  [rom now on (Ma)-ma-  
trix, f f  3 B = M so that  B is an a-matr ix ,  then B = M .  

The following proposi t ion  will be  used below. 
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