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Abstract

In this paper we investigate the time interval effect of multiple regression models in which some of the variables are

additive and some are multiplicative. The effect on the partial regression and correlation coefficients is influenced by the

selected time interval. We find that the partial regression and correlation coefficients between two additive variables

approach one-period values as n increases. When one of the variables is multiplicative, they will approach zero in the

limit. We also show that the decreasing speed of the n-period correlation coefficients between both multiplicative

variables is faster than others, except that a one-period correlation has a higher positive value. The results of this paper

can be widely applied in various fields where regression or correlation analyses are employed.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

In time series analysis of a given set of variables,

practitioners often have to decide whether to use

monthly, quarterly, or annual data. They usually

try to use the time series data of the higher fre-

quency in order to increase the number of obser-
vations. However, the data for such analyses are

sometimes limited and available for different peri-

odicities and different time spans. The standard

approach is to change them to a common time

interval through temporal aggregation or system-

atic sampling, depending on whether the variables

are flow variables or stock variables respectively

(Abeysinghe, 1998). This approach, apart from

losing information, may defeat the purpose

of using the association between variables so as to
make a correct decision or to forecast a key vari-

able of interest. Thus, we are concerned with the

question of whether the regression and the corre-

lation coefficients are affected by the selected time

interval.

The effect of the differencing interval on several

economic indices has been studied by Schneller

(1975), Levhari and Levy (1977), Levy (1972,
1984), and Lee (1990). In addition, Bruno and
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Easterly (1998) explain that the inflation-growth
correlation is only present with high frequency data

and with extreme inflation observations. There is

no cross-sectional correlation between long-run

averages of growth and inflation. Souza and Smith

(2002) show that decreasing the sampling rate will

bias the estimation of the long memory parameter

towards zero for all estimation methods. All these

studies make it clear that the time interval cannot
be selected arbitrarily.

Many studies employ some additive variables

and some multiplicative simultaneously (Easton

and Harris, 1991; Elton et al., 1995; Tang, 1992,

1996; Chance and Hemler, 2001; McAvinchey,

2003), but these are not our present concern. In

general, flow variables and stock variables are

additive (e.g., gross domestic product (GDP),
industrial production, population, inventories,

etc.). Examples multiplicative variables include the

growth rates of GDP, industrial production,

population, etc. Levy and Schwarz (1997) show

that when two random variables are multiplicative

over time, the coefficient of determination de-

creases monotonically as the differencing interval

increases, approaching zero in the limit. Levy et al.
(2001) write that when one of the variables is

additive and the other is multiplicative, the

squared multi-period correlation coefficient de-

creases monotonically as n increases and ap-

proaches zero when n goes to infinity. Thus far, we

have seen the importance of analyzing the time

interval effect on the regression coefficients when

some of the variables are additive and some mul-
tiplicative.

The purpose of this paper is to complement

and extend the results in Levy and Schwarz

(1997) and Levy et al. (2001). Both studies con-

sider the time interval effect when two random

variables are additive or multiplicative. They use

the correlation and the regression coefficient to

demonstrate the importance of analyzing the time
interval effect and provide us with a very good

concept. However, using two random variables,

we can only construct a simple regression model;

that is, a model with a single regressor that has a

relationship with a response. Unfortunately, very

often we move to the situation with more than

one independent variable such that the inferential

possibilities increase more or less exponentially.
Therefore, it always behooves the investigator to

make the underlying rationale and the goals of

the analysis as explicit as possible. For practical

reasons we study the time interval effect by using

the multiple-regression model that can be widely

applied in many fields where regression or corre-

lation analyses are employed.

The paper proceeds as follows. Section 2 briefly
describes prior research and presents the numerical

results with some discussion. Section 3 shows the

time interval effect on the partial correlation and

the regression coefficients in the multiple-regres-

sion model, and gives a numerical example corre-

sponding to the US stock market. Section 4 offers

concluding remarks.

2. The correlation coefficients between two random

variables

Let ðY11;X11;X21Þ; . . . ; ðY1n;X1n;X2nÞ and ðY21;
X11;X21Þ; . . . ; ðY2n;X1n;X2nÞ be sequences of inde-

pendent, identically distributed variables. We de-

fine four new variables to denote an n-fold increase
of the differencing interval two multiplicative and

two additive variables.

The additive variables, denoted by Y ðnÞ
1 and X ðnÞ

1 ,

are given by

Y ðnÞ
1 ¼ Y11 þ Y12 þ � � � þ Y1n

and

X ðnÞ
1 ¼ X11 þ X12 þ � � � þ X1n:

The multiplicative variables, denoted by Y ðnÞ
2

and X ðnÞ
2 , are given by

Y ðnÞ
2 ¼ Y21 � Y22 � � � Y2n

and

X ðnÞ
2 ¼ X21 � X22 � � �X2n:

Using the above four variables, denoted by Y ðnÞ
1 ,

Y ðnÞ
2 , X ðnÞ

1 , and X ðnÞ
2 , we can study a few different

cases depending on the types of variables and the

number of independent variables in the regression

models.
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