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Abstract

In this paper, we study the single machine total completion scheduling problem subject to a period of maintenance.

We propose an approximation algorithm to solve the problem with a worst case error bound of 3/17. Furthermore, an

example is provided to show that the bound is tight. Computational experiments and an analysis are given afterwards.

� 2003 Elsevier B.V. All rights reserved.
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1. Introduction

We consider the problem of scheduling jobs on

a single machine in order to minimize the total
completion time. The machine is subject to a per-

iod of maintenance during the processing of jobs

(for a survey of scheduling problems with limited

machine availability see [4,5]). The date of the

maintenance and its duration are known. Pre-

emptions are not allowed, i.e., a job that is pre-

empted due to the maintenance must be restarted

after the machine is repaired. The problem is de-

noted by 1; h1jj
P

Ci. Adiri et al. [1] and Lee and

Liman [2] show that the problem is NP -hard. They
also study the shortest processing time (SPT)

algorithm as a heuristic solving this problem. Lee
and Liman [2] show that the error bound of the

SPT method is 2/7.

In this paper we propose an improved heuristic

method for solving the problem with a perfor-

mance guarantee of 20/17. The heuristic is based

on a post-optimization of the SPT solution using

a 2-OPT procedure. We call this heuristic MSPT

in reference to Modified SPT.

2. Notations and description of the MSPT heuristic

Let J ¼ fJi=i ¼ 1; . . . ; ng be the set of n jobs to
be scheduled. The following notations are used to

formulate the problem.
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Notations

J½i� job scheduled at position i
pi processing time of job Ji
p½i� processing time of the job scheduled at

position i
Ci completion time of job Ji
C½i� completion time of the job scheduled at

position i
R date of the maintenance

L duration of the maintenance. We denote

Rþ L ¼ D
Bmax maximum number of jobs scheduled be-

fore the period of the maintenance in any

feasible solution. This quantity is given by

the SPT schedule.

The MSPT heuristic tries to improve the result
given by the SPT algorithm by exchanging one job

scheduled before the maintenance with another job

scheduled after the period of maintenance in order

to minimize the objective function. In each ex-

change, the jobs are reordered before and after the

maintenance in non-decreasing order of their

processing times.

The MSPT heuristic

1. Schedule the jobs according to the SPT rule.

2. Try all possible exchanges of one job scheduled

before the period of maintenance in SPT, with

one job scheduled after the period of mainte-

nance. Choose the best exchange.

3. Analysis of the MSPT heuristic

In this section we first establish some of the

properties of the solution obtained using SPT.

These properties are inspired from Lee and Liman

[2], and will be useful to analyse the MSPT heu-

ristic.

We consider throughout this paper the schedule

S generated by the SPT algorithm, together with an
optimal schedule S�. The schedule S0 will denote the

MSPT solution computed from S, see Figs. 1–3.
We can look at any feasible solution as a partition

of the jobs into two sets: the jobs scheduled before

and the jobs scheduled after the period of mainte-

nance. Clearly sequencing both sets by non-

decreasing processing time of the jobs is dominant.
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δset B set A

R R+L=D

Fig. 1. Schedule S (SPT).
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δ’set B ’ set A ’

R R+L=D

Fig. 2. Schedule S0 (MSPT).

R R+L=D
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set X set Y

Fig. 3. Schedule S� (OPT).
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