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a b s t r a c t

This paper describes a general framework for equilibrium selection by tracing the graph of the quantal
response equilibrium (QRE) correspondence as a function of the variance of random disturbances. If
a quantal response function satisfies C2 continuity, monotonicity and cumulativity, the graph of QRE
correspondence generically includes a unique branch that starts at the centroid of the strategy simplex
and converges to a unique Nash equilibrium as noises vanish. This equilibrium is called the limiting QRE
of the game. We then investigate the limiting QRE in normal form games, and analyze the effects of
payoff transformations and adding/eliminating dominated strategies on equilibrium selection. We find
that in two-person symmetric games, any strict Nash equilibrium can be selected as the limiting QRE by
appropriately adding a single strictly dominated strategy.

© 2016 Elsevier B.V. All rights reserved.

1. Introduction

Classical game theory relies on the assumption of perfect
rationality. However, people in the real world may make mistakes
and their behaviors sometimes deviate from Nash equilibrium
strategies. Probabilistic choice models have been developed to
incorporate stochastic errors to the analysis of individual decisions
(e.g., Luce, 1959; McFadden, 1976). One of the well known
model is the quantal response equilibrium (QRE) introduced by
McKelvey and Palfrey (1995). In a QRE, players make decisions
based on quantal response function (also called perturbed best
response function) and believe other players do so as well. A
general interpretation of this model is that they observe randomly
perturbed payoffs of strategies and choose optimally according to
those noisy observations, and a QRE is defined as a fixed point of
this process (McKelvey and Palfrey, 1995, 1998;Goeree et al., 2005;
Turocy, 2005; Sandholm, 2010).1

Formally, a quantal response function maps the vector of
expected payoffs into a vector of choice probabilities. Goeree et al.

E-mail address: zhangby@bnu.edu.cn.
1 Ui (2002) provided an evolutionary interpretation for QRE. In a population

game, if a stochastic best response process satisfies the detailed balance condition,
then the support of the stationary distribution converges to the set of QRE as the
population size goes to infinity. Later, Ui (2006) indicated that the QREmodel is also
equivalent to an incomplete information game where the actual payoff is the sum
of payoffs of some fixed game and independent random terms, and each player’s
private signal is her ownpayoffs. AQRE is a probability distribution of action profiles
in a Bayesian Nash equilibrium.

(2005) proposed a ‘‘reduced form’’ definition of QRE. Rather than
restricting payoff disturbances explicitly, they define a regular
QRE by restricting quantal response functions to satisfy four
axioms: continuity, interiority, responsiveness, and monotonicity.
The reduced form approach does not require that quantal response
functions are derived from some underlying choice models of
stochastic utility maximization, therefore allows for a richer set of
models for data estimation.

The most common specification of QRE is the logit equilibrium,
where the random disturbances on the payoffs follow the extreme
value distribution (Blume, 1993, 1995; McKelvey and Palfrey,
1995, 1998; Anderson et al., 2004; Turocy, 2005; Hofbauer and
Sandholm, 2002, 2007; Sandholm, 2010). The logit response
function has one free parameter λ, whose inverse 1/λ has been
interpreted as the temperature, or the intensity of noise. The set
of logit equilibria can be viewed as a correspondence from λ to the
set of mixed strategy profiles. At λ = 0, each strategy is chosen
with equal probability and the correspondence contains only the
centroid of the strategy simplex. As λ approaches infinity, players
choose the best responses and the correspondence converges to a
subset of the Nash equilibria.

McKelvey and Palfrey (1995) pointed out that the graph of logit
equilibria correspondence generically includes a unique branch
that starts at the centroid of the strategy simplex (the only QRE
when λ = 0) and converges to a unique Nash equilibrium as λ →

+∞. They then suggested an equilibrium selection by tracing this
branch, and called the selected Nash equilibrium the limiting logit
equilibrium (LLE) of the game. An economics interpretation is that
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as players gain experience from repeated observations, they can be
expected to make more precise estimates of the expected payoffs
of different strategies. McKelvey and Palfrey (1995) showed that
in several repeated game experiments, estimates of λ indeed
increased as the game progresses. This then provides an empirical
evidence of the equilibrium selection above.2

In this paper, we describe a general framework for equilibrium
selection by tracing the graph of the QRE correspondence. Follow-
ing the logit equilibrium, define a multiplicative QRE at noise level
λ as a fixed point of quantal response functions where payoffs of
strategies are multiplied by the factor λ. In order to define the
equilibrium selection, some assumptions on the QRE correspon-
dence are needed. First, there is a unique QRE for small λ, so we
can trace the branch of the QRE correspondence starting from this
QRE. Second, this branch does not include bifurcation point. Third,
this branch reaches a Nash equilibrium as λ goes to infinity. Thus,
we impose three restrictions on the quantal response functions:
continuity, monotonicity and cumulativity. Continuity is a techni-
cal property. C0 continuity is enough to guarantee the existence
of a QRE for any given λ, and C2 continuity implies the unique-
ness of the QRE for small λ. Monotonicity is a weak form of rational
choice, meaning that strategies with higher payoffs are used more
frequently. As a result ofmonotonicity and continuity, the onlyQRE
at λ = 0 is the centroid. Cumulativity ensures that players choose
best responses for sufficiently large λ. Together with continuity,
the QRE correspondence converges to Nash equilibria as λ goes to
infinity.

Intuitively, quantal response functions that satisfy the three ax-
ioms are smooth generalizations of best response functions. With
the three axioms, the graph of the QRE correspondence includes a
path that connects the centroid at λ = 0 to at least one Nash equi-
librium. However, C0 continuity is too weak that the path is not
necessarily nicely behaved. In exceptional cases, the path may not
be differentiable and bifurcation may arise. Such exceptional cases
can be generically excluded by making differentiability assump-
tion. If the quantal response function is C2 continuous, except for a
nowhere dense set of games, the path is diffeomorphic to a C1 seg-
ment. This implies that for almost all normal form games, there is
a unique selection from the set of Nash equilibria by ‘‘tracing’’ the
graph of the QRE correspondence beginning at the centroid. We
call the selected Nash equilibrium the limiting QRE of the game.

We then study the properties of the limiting QRE. In normal
formgames,we show that quantal responsemethod always selects
themajority dominant (MD) equilibrium (if it exists), where a Nash
equilibrium is called MD if it is the unique best response when
everyone believes that other players use their component of the
MD equilibrium most frequently. This condition is then applied to
calculate the limitingQRE in two symmetric n-person coordination
games.

It has been shown that the limiting QRE is highly sensitive
to linear payoff transformations (Tumennasan, 2013; Zhang and
Hofbauer, 2016). Based on an n-person pure coordination game,
we find that the influence of a player on the equilibrium selection
is positively correlatedwith themultiplication factor on her payoff.
If the factor is large enough, the equilibrium her preferred most
will be selected. On the other hand, Goeree and Holt (2001, 2004)
observed that the limiting QRE is subject to framing effects in the
sense that duplicating a strategy may change the limiting QRE. In
this paper, we offer a much stronger proposition for two-person

2 There are many other probabilistic choice models for equilibrium selection. A
class of models is based on dynamic approach, which uses learning or evolutionary
dynamics to predict equilibrium. Examples include long-run equilibrium (Kandori
et al., 1993; Young, 1993) and stochastic fictitious play (Hofbauer and Sandholm,
2002).

symmetric games: any strict (symmetric) Nash equilibrium can
be selected by appropriately adding a single strictly dominated
strategy. Therefore, the limiting QRE is also sensitive to the
addition and elimination of strictly dominated strategies.

The rest of this paper is organized as follows. Section 2 de-
fines multiplicative QRE and introduces some properties. Section 3
studies the topological structure of the graph of the QRE corre-
spondence in normal form games and symmetric games. Section 4
investigates the limiting QRE in normal form games, and analyzes
the effects of payoff transformations and adding/eliminating dom-
inated strategies on equilibrium selection. Section 5 discusses the
main results and suggests for further developments.

2. Properties of the quantal response equilibrium

2.1. Notations

The notations in this paper follow that of McKelvey and Palfrey
(1995). Consider an n-person normal form game Γ = (N, S, u),
where N = {1, . . . , n} is the set of players. For each player i ∈

N , there is a strategy set Si = {si1, . . . , siJi} consisting of Ji pure
strategies and a payoff function, ui : S → R, where S =


i∈N Si

is the set of strategy profiles.
Let ∆i be the set of probability distributions on Si. Elements

of ∆i are of the form pi : Si → R, where


sij∈Si
pi(sij) = 1

and pi(sij) ≥ 0 for all sij ∈ Si. For convenience, use the notation
pij = pi(sij) to denote the probability of player i using strategy
j. We write the set of mixed strategy profiles by ∆ =


i∈N ∆i

and denote points in ∆ by p = (p1, . . . , pn). Therefore, given
a mixed strategy profile p, player i’s expected payoff is ui(p) =

s∈S p(s)ui(s), where p(s) =


i∈N pi(si), where si ∈ Si denotes
the ith element of s. For convenience, for each i ∈ N and j ∈

{1, . . . , Ji}, denote by uij(p) the expected payoff to player i adopting
pure strategy sij when the other players adopt their components
of p. To get an expression of uij(p), we use the notation (sij, s−i) to
represent the pure strategy profile that player i adopts the strategy
sij and all other players adopt their component of s−i, where s−i =

(s1, . . . , si−1, si+1, . . . , sn) ∈


j≠i Sj = S−i. uij(p) could be then
written as

uij(p) =


s−i∈S−i

ui(sij, s−i)

t≠i

pt(st). (1)

The space of payoff vectors of player i’s pure strategies is RJi , and
write R


Ji =


i∈N RJi . Define ū : ∆ → R


Ji by ū(p) =

(ū1(p), . . . , ūn(p)), where ūi(p) = (ui1(p), . . . , uiJi(p)) shows the
expected payoffs of player i’s Ji pure strategies.

McKelvey and Palfrey (1995) assumed that for each pure
strategy sij, there is an additional payoff disturbance εij, and players
make decisions based on perturbed observations. Denote the noisy
payoff by

ũij(p) = uij(p)+ εij. (2)

Player i’s noise vector, εi = (εi1, . . . , εiJi), is distributed according
to a joint distributionwith density function fi(εi). f = (f1, . . . , fn) is
called admissible (McKelvey and Palfrey, 1995; Goeree et al., 2005)
if

(a) the marginal distribution of fi exists for each εij,
(b) disturbances are independent across players (not necessarily

across strategies),
(c) E(εi) = 0 for all i ∈ N .

Define Bij(ūi) to be the set of εi such that strategy sij has the
highest disturbed payoff, i.e.,

Bij(ūi) = {εi ∈ RJi |uij + εij ≥ uik + εik,∀k = 1, . . . , Ji}. (3)
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