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Abstract

Visual motion analysis has focused on decomposing image sequences into their component
features. There has been little success at re-combining those features into moving objects.
Here, a novel model of attentive visual motion processing is presented that addresses both
decomposition of the signal into constituent features as well as the re-combination, or binding,
of those features into wholes. A new feed-forward motion-processing pyramid is presented
motivated by the neurobiology of primate motion processes. On this structure the Selective
Tuning (ST) model for visual attention is demonstrated. There are three main contributions:
(1) a new feed-forward motion processing hierarchy, the first to include a multi-level decom-
position with local spatial derivatives of velocity; (2) examples of how ST operates on this hier-
archy to attend to motion and to localize and label motion patterns; and (3) a new solution to
the feature binding problem sufficient for grouping motion features into coherent object
motion. Binding is accomplished using a top-down selection mechanism that does not depend
on a single location-based saliency representation.
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1. Introduction

The Selective Tuning model is a proposal for the explanation at the computa-
tional and behavioral levels of visual attention in humans and primates. Key
characteristics of the model, all previously detailed in [1,2] include: (1) a top-down
coarse-to-fine winner-take-all (WTA) selection process, (2) a unique WTA formula-
tion with provable convergence properties, (3) a WTA that is based on region rather
than point selection, (4) a task-relevant inhibitory bias mechanism, (5) selective inhi-
bition in both spatial and feature dimensions for elimination of signal interference
that leads to a suppressive surround for attended items, and (6) a task-specific exec-
utive controller. These characteristics lead to an extensive set of biological predic-
tions many of which have now been supported by experiment. The bulk of the
paper will focus on attention to visual motion. Past work will be summarized show-
ing how this is not a well-studied issue. A new model of motion processing is present-
ed and it is demonstrated how ST operates on this representation, with no changes to
its previously described definition. In this way three points are made: first, that the
weaknesses of previous demonstrations of ST have been remedied; second, that the
original statement of ST has generality for a wide variety of visual processing repre-
sentations; and third, examples of how feature binding can be solved using ST for
complex motion patterns.

It had been suggested that previous demonstrations of the Selective Tuning mod-
el were neither biologically plausible nor very useful. In order to demonstrate that
ST can indeed operate with realistic representations, the motion domain is chosen
because enough is known about motion processing to enable a reasonable attempt
at defining the feed-forward pyramid. Moreover, the effort is unique because it
seems that no past model has presented a motion hierarchy plus attention to mo-
tion [3–12].

The layout of the remainder of this presentation is as follows. The next section
will detail the feed-forward motion-processing network. Earlier versions of this net-
work appear in [13,14]. Following this, an overview of ST is provided because this
structure is imposed upon the feed-forward network. ST has been detailed several
times in the past; here only a brief presentation is given and the reader is referred
to [1,15,2,16–18] for further details. Section 4 will show several examples of the oper-
ation of the entire network including feed-forward and feedback components as well
as a new solution to the feature-binding problem. A concluding discussion rounds
out the paper.

2. Feed-forward motion processes

The motion representations and processes that are modeled are informed by cur-
rent knowledge of motion analysis in the primate cortex. Although the literature is
large on the topic, selected experimental observations are used here in order to sim-
plify the models. It is generally accepted that motion processing in the monkey cor-
tex goes through a series of stages, with neural representations in areas V1, MT,
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