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Abstract

Technologies such as video surveillance and vision guided robotics require flexible vision
systems that interpret the scene according to the current task at hand. Attention has been sug-
gested to play an important role in the process of scene understanding by prioritizing relevant
information. However, the underlying processes that allow cognition to guide vision have not
been fully explored. Our procedure has its origin in current findings of research in attention.
We suggest an approach in which high-level cognitive processes are top-down directed and
modulate stimulus signals such that vision is a constructive process in time. Prior knowledge
is combined with the observation taken from the image by a population-based inference in
order to dynamically update the conspicuity of each feature. Any decision, such as object
detection, is based on these distributed conspicuities. We demonstrate this concept on a
goal-directed object detection task in natural scenes.
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1. Introduction

Emerging new technologies require vision systems to flexibly focus on the relevant
information in a visual scene. The processing of a full scene in parallel up to a high
level description has turned out to be problematic and not fully successful in comput-
er vision [1–3]. Attention might be the solution. The idea is to control the informa-
tion flow and thus to improve vision by focusing the resources merely on aspects of
the whole visual scene. Early, preattentive, and parallel vision modules compute a set
of basic features from the scene, which are then attentively integrated and further
processed. Such attentive processing has been described as a �spotlight of attention�
[4] that highlights an area of interest by routing that information into higher areas
for further processing [5–7]. The guidance of an attentional focus can be implement-
ed by a winner-takes-all process within a saliency map which indicates potentially
relevant locations [6]. Based on this paradigm, sophisticated models of information
control have been developed, in which the complex problem of scene understanding
is transferred into a sequential analysis of image parts. Such spatial selection is com-
putationally efficient [1,2]. However, we have to consider other crucial issues of effi-
ciency as well. First of all, selection should be effectively guided by the task at hand.
It would be problematic if we had to scan several salient items before focusing the
relevant item. Thus, we have to elaborate mechanisms that integrate high level
knowledge into the selection process. Second, the mechanisms of attention must re-
sult in a representation that facilitates further processing. For example, object recog-
nition in natural scenes would not benefit a lot if we simply determined a point in
space by some competitive mechanism. Even a region of interest can be problematic
if it does not sufficiently cover the object of interest. Thus, we need forms of selection
that enhance the features of an object in space.

The most crucial issue of attention deals with the integration of information from
different modules (or brain areas). This could be implemented as a central process
that collects the information from different modules and then controls those by a sin-
gle attentional signal. For example in the Guided Search framework [8] a bottom-up
map is combined with a top-down map in order to determine the activity in a master
map of locations. The location of the highest activity could then be used to control a
single attentional focus. An alternative has been outlined by the integrated competi-
tion hypothesis [9], in which different specialized modules (or brain areas) have to
coordinate themselves to let a distributed system operate on the same event. We pres-
ent an approach that follows this idea. At its core is a population code that encodes
in a dual coding principle a feature and its respective conspicuity. The term conspi-
cuity here reflects stimulus-driven saliency as well as task relevance and relates to the
probability that a feature is present in the scene. We developed a population-based
inference approach to continuously update the conspicuity using prior knowledge in
form of generated expectations.

The idea is that all mechanisms act directly on the processed variables and modify
their conspicuity. Attending a certain feature or a region in space enhances the prob-
ability of a feature being detected. In this respect, attention emerges in the vision pro-
cess in order to serve in a flexible manner the needs of the task at hand.
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