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A new improved particle filter algorithm with the simplified UT (unscented transformat ion)

and the modified unscented Kalman filter (UKF) proposal distribution is presented. The scaling factor is

added to adaptively estimate on line and to improve the filtering performance. An adaptive algorit hm is

developed. In the bearings only tracking experiments, the results confirm the improved particle filter ak

gorithm outperforms others.
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In the fields of the target tracking, etc, the
extended Kalman filter ( EKF) is one of the most
common suboptimal filtering approaches. Howev
er, it simply linearizes all nonlinear functions to the
first order by using the Taylor series expansions.
T o reduce the approximate errors, Julier, et al put
forward the unscented Kalman filter (UKF)!".
The UKF uses the deterministic sample points to
completely capture the statistics of the Gaussian
random variable accurately to the second order
(Taylor expansions) for any nonlinear systems,
but it does not apply to general norr Gaussian cases.
Particle filter ( PF) has been studied by many re
searchers for its being not affected by the nonlinear
and norr Gaussian limitations' . One of the key is
sues for PF is the proposal distribution. Now there
exists the prior proposal ?, the fixed proposal, the
EKF proposalm, the UKF proposalHJ, etc. The
fixed proposal is rarely applied and the prior pro

posal has no consideration of the latest measure
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ments. T he EKF proposal has the shortcomings of
the EKF. In Ref. [4], main parameters in the
UKF proposal need to be previously set before the
running and cannot be changed on line.

Bearings only passive tracking is often regard-
ed as a nonlinear filtering problem and has weak
observability! . The researchers put forward some
solutions, including the EKF in the Cartesian coor
dinates, pseudo-lnear filtering, the EKF in the
modified polar coordinates, etc. PF with the prior
proposal distribution is also applied to the bearings
only tracking!?.

In this paper, the UKF proposal is modified
and the im proved PF is applied to the bearingsonly
passive tracking. T he improved algorithm simpli-
fies the parameters in UT (unscented transforma-
tion) and adds the scaling factor. The scaling fac
tor may be tuned on line to improve the filtering
performance, which develops an adaptive algorithm

easy to be implemented. Moreover, the algorithm
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also incorporates the residual resampling step and
M arkov Chain Monte Carlo method, etc. The re
sults of the bearings only experiments demonstrate

the superiority of the improved algorithm.

1 Improved Particle Filter

1.1 Particle filter

Based on Bayesian filtering theory, the poste
rior density function ( PDF) constitutes the com-
plete solution to the sequential estimation problem.
PF represents the required PDF by a set of random
sampled particles with associated weights. Bayesian
recursive filtering includes time update and mex

surement update

p(xil yi1) =
jp(xkl - )p (i1l yr-)dwe-1 (1)

p(xel yi) =
plyel xk)p(xkl yi-1)/p(ykl yi-1) (2)

where y;, x represents the measurement se
quences and state up to time k respectively. The
analytical solutions to above integrals are often hard
to be acquired. If the samples can be randomly
drawn from the PDF, the PDF can be approxr
mately represented by the set of particles. It is of
ten not possible to sample directly from the PDF.
One can circumvent by drawing from a known easy
to sample proposal distribution (function), ¢(*).
T he associated weight is defined as

wi(xe) = p(aelyi)p (ye)/qxel yi) (3)

As the states follow a first order Markov pro
cess, a recursive estimate of the importance
weights can be obtained' !,

| x Xk | xhe
3 (y;(xkkl)l;i_ 1k, yk)A - (4

where g(*) represents the proposal distribution.

Wk = Wk-1

After a few iterations of estimation, it may
leads to the degeneracy, that is, all but one particle
would probably have the negligible weights. To re
duce the effect of the degeneracy, Gordon intro
duces the resampling step'®, which evaluates the
welghts of the particles and resamples the particles
to eliminate particles with small weights and multr

ply - particles, with large weights. Time update,

measurement update, evaluation and resampling
constitute PF.

PF relies on the importance sampling and thus
requires the design of proposal distributions to ap-
proximate to the PDF as well as possible. The opti-
mal proposal distribution is often hard to be imple-
mented in practice. In this paper, the UKF pro-
posal is modified and firstly applied to the bearings
only tracking.

1.2 Improved particle filter

In the UKF proposalHJ, the parameters { q,
B, K} are used to control the sigma points and they
need to be previously set before running and cannot
be tuned on line. From the innovation theoryl 6J,
when the target suddenly maneuvers in the track-
ing, the innovation and the innovation distance are
becoming larger. At this time, the filtering gain
should be accordingly boosted to cover target ma-
neuvering. Zhou Donghua et al'” present an or
thogonal theory and develop the adaptive and ro-
bust strong tracking filter by selecting a time varied
filtering gain matrix on line. Enlightened by the
ideas in Ref. [ 7], for the cases where the process
and measurement noises are additive respectively,
the parameters may be simplified and the scaling
factor may be added. The scaling factor may be ac-
cordingly tuned on line with the innovation distance
in calculating the covariance.

Shown from the Appendix, at any time step,
by selecting the suitable scaling factor, the covari
ance after adding the scaling factor may be the
same as the one before simplification. Thus, the
parameters { a, B, K} can be reduced to {a, K} and
the tuning performance can be made by the scaling
factor in this paper instead of by the parameter B in
Ref.[4]. Moreover, the scaling factor is tuned on
line with the innovation distance, which equals to
that the filtering gain is accordingly adjusted. It
can make the algorithm adaptive. The improved
PF with the modified UKF proposal is depicted as
follows:

(1) Initialization

Randomly draw N particles

At each time step. update every particle with
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