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a b s t r a c t

There is a long-standing debate among academics about the effect of immigration on native internal
migration decisions. If immigrants displace natives this may indicate a direct cost of immigration in
the form of decreased employment opportunity for native workers. Moreover, displacement would also
imply that cross-region analyses of wage effects systematically underestimate the consequences of immi-
gration. The widespread use of such area studies for the US and other countries makes it especially impor-
tant to know whether a native internal response to immigration truly occurs. This paper introduces a
microsimulation methodology to test for inherent bias in regression models that have been used in the
literature. We show that some specifications have built biases into their models, thereby casting doubt
on the validity of their results. We then provide a brief empirical analysis with a panel of observed US
state-by-skill data. Together, our evidence argues against the existence of native displacement. This
implies that cross-region analyses of immigration’s effect on wages are still informative.

� 2010 Elsevier Inc. All rights reserved.

1. Introduction

There is a long-standing debate on whether immigration re-
duces the employment opportunities of natives. Economic analyses
often exploit the wide variation in immigration rates across US
states (or cities) and skill groups to identify whether immigration
is associated with low native employment growth due to internal
migration or job displacement across skill-state (or skill-city) cells.
Though this correlation cannot definitively identify the effects of
immigration (since causality is unclear and there may be omitted
variables bias), researchers often cite such results as prima facie
evidence for or against the crowding-out theory.

The importance of this issue is not limited to simply understand-
ing the direct question of native displacement and employment
opportunities. It also informs the validity of performing cross-regio-
nal analyses of the wage effects of immigration (or ‘‘area studies”).
For example, most of the literature on US immigration across local
labor markets finds little impact of immigration on wages.1 These
studies typically argue that mechanisms other than internal migration

allow each region to absorb the higher supply of workers.2 If so, then
cross-regional analysis is informative of the impact of immigrants
on wages at the national level. In the presence of displacement, how-
ever, the wage effects of immigration would dissipate throughout the
US – not just in the states receiving large numbers of immigrants. Thus,
cross-region wage regressions would miss (or underestimate) the ef-
fects of immigration if displacement exists.3

In analyzing internal migration, researchers must make numer-
ous methodological decisions. Should the unit of analysis be states,
cities, or census tracts? Should regressions include a panel with fixed
effects or employ just a single long-term cross-section? Which indi-
viduals should be included in the sample selection? Should regres-
sions concern the population, labor force, or employees? These all
are important questions to answer. This paper focuses on a most ba-
sic choice: how to specify the explanatory and dependent variables
in the regression model that aims at estimating displacement. While
this seems a trivial issue, we will show that some specifications in
the literature may have built a bias into the estimates of the displace-
ment coefficient they intended to identify.
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1 See Card (2001, 2007, 2009), Card and Lewis (2007), Ottaviano and Peri (2007)
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2 Recent papers have proposed different mechanisms as margins of adjustment to
immigration. Lewis (2005) indicates the choice of technique, Ottaviano and Peri
(2008) focus on native-immigrant complementarieties and capital adjustment, Peri
and Sparber (2009) emphasize changes in relative specialization.

3 See Longhi et al. (2008) or Hanson (2008) for recent surveys.
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We begin with a brief literature review in Section 2. It is far
from exhaustive, but we focus on studies that have employed
cross-regional internal migration regressions at similar levels of
aggregation as this will facilitate model comparison. We highlight
two seminal works: Card (2001) – which finds no evidence for dis-
placement using US city data – and Borjas (2006) – which argues
for large displacement effects at the city-level: roughly three na-
tives are displaced for every 10 immigrants.

In Section 3 we ask whether the disparate conclusions in these
and other studies can be a result of model specification. Our proce-
dure is similar in spirit to Wolf (2001), who advocates using micro-
simulation to develop appropriate empirical models. We extend
this idea by using microsimulation to test for inherent model bias.
First we construct hypothetical data using data generating processes
that assume, in turn, that the inflow of immigrants is negatively cor-
related, uncorrelated, or positively correlated with the inflow of na-
tives. We then test whether previous empirical models are able to
correctly identify the sign and magnitude of the underlying assumed
correlation. Unfortunately, empirical model specification is not
inconsequential. In particular, Borjas (2006) specifications are
biased toward identifying displacement, and this bias grows larger
as the variance of native flows rises in proportion to the variance
of immigrant flows independently of their correlation.

This paper does not attempt to replicate the results of prior
studies. Differences in sample selection, period of analysis, and
other issues would encumber that endeavor while detracting from
the main issue – we care to show the importance of model speci-
fication in correctly identifying the displacement effect of immi-
grants on natives. Nonetheless, Section 4 employs a number of
alternative empirical specifications to briefly analyze the associa-
tion between immigration and native migration using observed
data from 32 skill-cells and 51 US states (including the District of
Columbia) over Census years 1970–2000. Of the models we ex-
plore, only the Borjas (2006) specifications reveal a significantly
negative correlation. Given the bias uncovered in Section 3, we sus-
pect that this finding for native displacement is spurious, and in-
stead conclude that no evidence for displacement exists.

2. Native displacement in the existing literature

A straightforward definition of displacement would ask how
many native workers (N) respond to the arrival of a single immi-
grant (F) by leaving their region (state or city) of residence i.4

Assuming that the native employment response (DN) to an immi-
grant inflow (DF) is linear (at least to a first order approximation),
this would imply that the coefficient b in Expression (1) would allow
us to identify the presence (if b < 0) and the magnitude (absolute va-
lue of b) of such a phenomenon.

DNi;t ¼ aþ b � DFi;t þ ui;t ð1Þ

The term ui,t in Eq. (1) captures all the determinants of native
employment changes in region i and year t other than the response
to immigration inflows. If we allow /(i,t) to represent the system-
atic determinants of native employment changes, the final term
would reduce to ui,t = /(i, t) + eit, where eit is a residual zero-mean
random component. By controlling for /(i, t), we could directly
estimate b from a standard regression of (1). In practice, few if
any papers actually employ this direct test of displacement. The
regression is likely to be confounded by a number of problems,
one being that the average and standard deviation of DN and DF
are likely to be proportional to the total population in the cell,
potentially inducing a spurious positive correlation.

2.1. Card (2001) and Card (2007)

Card (2001) and Card (2007) offer a solution by standardizing
native and foreign-born changes by population levels. This allows
for well behaved residuals (after also controlling for systematic ef-
fects). Card (2001) begins with the identity in (2), which relates the
flow (between periods t � 1 and t) of native and foreign-born indi-
viduals in any observable cell. The variables N and F represent the
stock of native and foreign-born workers, while L = F + N is total
employment. The superscripts Est and New refer to established
and newly-arrived immigrants, respectively.
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Card (2007) instead adopts a more generalized approach by
substituting Ft ¼ FEst

t þ FNew
t to arrive at the quantitatively equiva-

lent identity in (3).
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The key to the empirical estimation in both papers is that the
final term (in either identity) may be causally correlated with the
other terms. Card (2001) tests whether newly-arrived immigrants

displace natives by regressing Nt�Nt�1
Lt�1

� �
on FNew

t
Lt�1

� �
across a single

cross-section of 175 US cities and six occupation groups for the
year 1990 (with 1985 representing t � 1). Though this precludes
him from exploiting the advantages of a panel dataset, his regres-
sions do include dummy variables for cities and occupation groups. 5

Negative values would imply displacement. Regressions employing
various sample selection criteria and instrumental variables tech-
niques, however, find robustly non-negative coefficients ranging from
0.02 to 0.27. Thus, his results argue against a native internal migration
response.

The most significant methodological difference between Card
(2001) and Card (2007) is that the former tests the effects of new-
ly-arrived immigrants, whereas the latter’s interest is in the effects
of foreign-born flows in the aggregate. Table 3 of Card (2007) pro-
vides estimation results for regressions of Eq. (4) across a single
cross-section of US cities (c).6

Lc;t � Lc;t�1

Lc;t�1

� �
¼ aþ bCard �

Fc;t � Fc;t�1

Lc;t�1

� �
þ ec;t ð4Þ

Under this specification, displacement occurs if estimated coef-
ficients are less than one.7 Although the migration analysis is not as
thorough as in Card (2001), the results again argue against displace-
ment. Estimated coefficients are near two for OLS regressions and
near one for IV specifications. None of the estimates is significantly
below one.

2.2. Borjas (2006)

Unlike most analyses of internal migration, Borjas (2006) has
the distinct quality of being motivated by theory. It begins with a
model of labor demand such that native and foreign-born workers
are perfect substitutes within skill-region groups. Foreign-born
arrivals are assumed to be exogenous and constant over time.
Wages respond immediately to the increase in labor supply,
whereas native labor supply has a lagged response because it is

4 This definition could be further refined to account for arrivals of immigrants who
share similar skill characteristics or occupations of natives within regions.

5 Estimated coefficients appear in the fourth column of his Table 4.
6 Since Card (2007) is a single cross-section of cities, but not city-by-occupation

cells, dummy variables are not permitted. Regressions do include the log of initial city
population as a control.

7 An equivalent and perhaps more direct approach would replace the dependent
variable with Nc;t�Nc;t�1

Lc;t�1

� �
and test whether b < 0.
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