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HIGHLIGHTS

We propose a novel methodology to grow up cliques networks.

We propose density to measure the diversity of concepts addressed in semantic networks.

We measure the Euclidean distance between different scientific journals.

The density of clique networks may be of interest for the definition of new bibliometric parameters.
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In recent decades, there has been intrinsic evidence that many physical, economic, and biological phenomena as well as
other complex systems show a critical phenomenon characterized by a behavior that follows a power law. In this context,
self-organized criticality (SOC) [ 1,2] was proposed to analyze such complex systems. One advantage of SOC is that it has an
enormous intuitive appeal, which explains why it has been widely discussed, especially regarding natural phenomena and
complex systems. The SOC methodology has been applied to analyze avalanches [1], hydrophobicity [3], the evolution of
species [4,5], cellular behaviors [6-8], proteins [9-14], and epidemics [15-23].

When considering complex networks, certain properties allow us to explain or predict the behaviors of this type of
complex system. Regarding that there is no detailed specification of the initial conditions, semantic networks based on
titles of scientific papers present an evolution phenomenon of a spatial structure with scale-invariant and self-similarity
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properties, as proposed in Ref. [2]. Besides, new titles are randomly selected to build the semantic networks. In this paper,
we apply SOC to analyze density effects in complex semantic networks constructed based on titles from journals.

Density is a physical property of matter that is defined as the ratio between the mass of an object and its volume. In this
study, the object in question is a structure composed of vertices and edges, known as a network. Specifically, we studied the
density of semantic networks based on titles from journals as a parameter to indicate the diversity of concepts addressed
by a scientific journal.

Semantic networks are networks whose vertices are words and whose edges consist of connections between the words
that appear in the same unit of meaning, that is, in a sentence, a paragraph, or a title of the analyzed discourse. They are,
therefore, systems for the representation of knowledge. Recently, certain studies about complex semantic networks based
on linear discourses were proposed [24-26].

The proposed semantic networks are represented as graphs G = (V, E), which are mathematical structures and consist
of two sets: V (finite and not empty) and E (binary relation in V). The elements of V are called vertices, and the elements of
E are called edges [27]. In the analyzed semantic networks, there are no multiple edges (more than one edge between the
same pair of vertices) or loops (each edge has two vertices associated with it).

In this study, we used the following properties to characterize the semantic networks based on titles from journals: n is
the total number of vertices or the cardinality of the set V (that is, n = |V|); mis the number of edges or the cardinality of
the set E (that is, m = |E|). For each semantic network proposed, the maximum possible number of connections between
the words (that is, vertices selected after pre-treatment of the titles of the papers) is determined by n(n — 1). The density
A is the ratio between the number of connections present in the studied semantic network and the maximum number of
possible connections:
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We used scientific journals from different areas (Interdisciplinary, Agrarian Sciences, Biology, Chemistry, Engineering,
Geography, Health Sciences, Human Sciences, Linguistics, Physics, and Statistics) with papers published in English. The
data set is the same as used for Ref. [25]: AFE—Agricultural and Forest Entomology; AR]JG—Antipode: A Radical Journal
of Geography; APPL—Applied Psycholinguistics; CB—Chemistry and Biology; HR—Human Relations; Nature; PRA—Physical
Review A; PRB—Physical Review B; PRC—Physical Review C; PRD—Physical Review D; PRE—Physical Review E; PRL—Physical
Review Letter; PEM—Probabilistic Engineering Mechanics; Science; and SHI—Sociology of Health and Illness.

To construct a semantic network based on the titles of papers published in scientific journals, we used the method
proposed by Refs. [26,28]. Essentially, after preserving only words with intrinsic meaning and eliminating grammatical
words (for example, articles, pronouns, prepositions, connectors, abbreviations, and interjections), we applied the general
rules for pre-processing the titles of papers proposed by Ref. [25]. Each title is then represented by a network where all of
the vertices (that is, words) are interconnected, generating a clique (one clique is a maximal subset of vertices in one graph
G that are mutually adjacent to each other [27]). Words that appear in more than one title are connection vertices between
the titles.

This type of semantic network is called a “clique network” and has different properties from other types of networks
because of its construction process, which is based on juxtaposition and/or overlapping (that is, the process of juxtaposition
means connecting two cliques by only one common vertex, and the overlapping process means connecting two cliques by
two or more shared vertices, as suggested by Ref. [29]). We recall that the building of semantic networks based on titles of
scientific papers is based on the addition of titles (or more specifically cliques).

In previous studies (e.g. Ref. [25]), we considered all of the titles from each journal (370 < quantity of titles < 35,163).
Thus, our analysis considered 300 titles from each journal.

In addition to what was mentioned previously, we also used the following: k; is the degree of vertex i, that is, the number
of edges incident on vertex i; P(k) is the probability distribution of the number of connections of all of the vertices over
the entire network (that is, the distribution of degrees); (k) is the average of k; defined by (k) = % Z? ki; C represents the

average clustering coefficient of the network vertices, C = % Zf G;, where the clustering coefficient of one vertex i, defined
as C;, measures the proportion of edges existing between neighbors of the vertex i, m; and the maximum possible number
of edges in this neighborhood: C; = % [30]; and L is the minimum average path length or the average geodesic distance
between all of the vertices of a connected network: L = n(%—]) Zi ” d;j, where dj; is the geodesic distance, in terms of the
number of edges, between the vertices i and j.

Fig. 1 shows the variation of the density when new titles are introduced individually into the network, up to 300 titles.
It is worth emphasizing that the data shown are from the journal Nature. The observed shape of the curve suggests to us
a behavior similar to the one observed in objects that show self-organized criticality. The analysis of the evolution of the
density of this type of semantic network (that is, clique networks) indicates that when there are a small number of titles,
an elevated density is obtained; however, after adding a large number of titles to the network, a small density is obtained.
That said, when there is no connection or the connection occurs taking into account few vertices, the network density (A)
greatly decreases. This suggests that new words (new vertices) were added and the semantic networks self-organize. The
relationship between density and the quantity of titles (cliques) obeys a power law with Pearson’s correlation coefficient
R = —0.998, F,que = 72920.403 and Prob > F — 0. The power law in the network density analogously behaves as a
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