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HIGHLIGHTS

We introduce a new link prediction method based on the Pearson correlation.

The new method is very effective in calculating similarity based on high order paths.
We combined the correlation method with the resource allocation method.

The combined method is effective in solving the cold-start and data sparsity problem.
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As a fundamental problem in many different fields, link prediction aims to estimate the
likelihood of an existing link between two nodes based on the observed information. Since
this problem is related to many applications ranging from uncovering missing data to pre-
dicting the evolution of networks, link prediction has been intensively investigated recently
and many methods have been proposed so far. The essential challenge of link prediction is
to estimate the similarity between nodes. Most of the existing methods are based on the
common neighbor index and its variants. In this paper, we propose to calculate the similar-
ity between nodes by the Pearson correlation coefficient. This method is found to be very
effective when applied to calculate similarity based on high order paths. We finally fuse the
correlation-based method with the resource allocation method, and find that the combined
method can substantially outperform the existing methods, especially in sparse networks.

© 2015 Elsevier B.V. All rights reserved.

1. Introduction

The ultimate objective of many scientific studies is to do prediction. For instance, understanding the mechanism of
epidemic spreading can help us to predict the future coverage of a certain virus [1], the mechanistic model for the
citation dynamics of individual papers can be applied to predict the future evolution of scientific publications [2]. While
mathematical models and prediction techniques are sufficiently mature for some systems, reliable prediction approaches
are still unavailable in most systems. Besides the prediction of the collective behavior, the prediction in microscopic level,
such as the well-known link prediction challenge in complex networks, has also attracted a lot of attention.
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Link prediction is a very important problem that aims at estimating the likelihood of the existence of a link between
two nodes [3]. Solving this problem cannot only help us complete the missing data in biological networks such as the
protein—protein interaction networks and metabolic networks [4,5], but also enable us to predict the evolution of social
networks [6,7]. In fact, link prediction is also closely connected to some other problems such as recommendation [8] and
spurious links detection [9]. A sound link prediction method will help to design more efficient recommendation algorithm
to filter out irrelevant information for online users [10]. Moreover, the link prediction method can also be applied to ana-
lyzing the reliability of existing links and accordingly identifying some noisy connections of networks. The progress in this
field will largely push forward the research in other fields. Accordingly, the problem of missing link prediction has been
intensively studied by researchers from different backgrounds and many methods applied to different fields have been pro-
posed [11-14]. For a review, see Ref. [15].

The basic assumption for link prediction is that two nodes are more likely to have a link if they are similar to each
other. Therefore, the essential problem for link prediction is how to calculate the similarity between nodes accurately. One
of the most straightforward methods is called common neighbor which measures the similarity between two individuals
by directly counting the number of common neighboring nodes [16]. However, this method has serious shortcomings as
it strongly favors the large degree nodes. To solve this problem, many variants, such as the Jaccard index [17] and Salton
index [ 18], have been applied to remove this tendency. In addition, some other methods including Katz index [19], sim-
rank [20], hierarchical random graph [5] and stochastic block model [21,22] are also very effective in estimating nodes’
similarity. However, these methods are based on global algorithms that can be prohibitive to use for large-scale systems.

In this paper, we argue that the similarity between nodes can be calculated based on another completely different type
of method, namely correlation coefficient. In broad definition, correlation refers to any class of statistical relationships
involving dependence between two or more random variables. In our case, it actually refers to the Pearson correlation [23]
between nodes’ attribute vectors which can come from the adjacency matrix or higher order of that. In link prediction, one
of the biggest challenges is the data sparsity. It means that a lot of data at hand is too sparse to extract valuable similarity
information from the simple common neighbor method or its variants. One possible solution has been discussed in Ref. [24]
in which longer paths (i.e. paths with length larger than 2) are applied to measure nodes’ similarity. However, when it
comes to such high order information, much noise will be included so that the similarity matrix is indeed denser but the
similarities are not satisfactorily accurate, which leads to a poor outcome of predicted links. In our simulation, we find
that the correlation-based method is very effective when applied to calculating similarity based on high order paths. We
finally use the new method with the resource allocation method [25], and find that the combined method can substantially
outperform the existing methods, especially in sparse networks.

2. Related works

To begin our analysis, we first briefly describe the link prediction problem and review some representative methods.
Considering an unweighted undirected simple network G(V, E), V is the set of nodes and E is the set of links. The multiple
links and self-connections are not allowed. For each pair of nodes x, y belonging to V, we calculate a score s,, which measures
the likelihood for nodes x and y to have a link between them. Since G is undirected, the score is supposed to be symmetry,
i.e. Sy, = Syx. All the nonexistent links are sorted in a decreasing order according to their s scores, and the links on the top
are more likely to exist. There are many different ways to calculate s, score and the most common and straightforward way
is to calculate the similarity between nodes x and y.

Generally speaking, two nodes are considered to be similar if they have some common important features in topol-
ogy [15]. In this paper, we compare the prediction accuracies of four typical similarity indices: Common neighbor (CN),
Resource allocation (RA), Jaccard and Local path. Their definitions and relevant motivations are introduced as follows:

(i) Common Neighbor (CN). Two nodes x and y are more likely to form a link if they have many common neighbors. Let I" (x)
denote the set of neighbors of node x, the simplest measure of the neighborhood overlap can be directly calculated as:

Sy =1T®) NI (1)

which is the actual aggregation method used by most websites. However, the drawback of CN is that it is in favor of the
nodes with large degree. It is obvious that s,, = (Az)xy, where A is the adjacency matrix. Ay, = 1if x and y are directly
connected and A,, = 0 otherwise. Note that (AZ)Xy is also the number of different paths with length 2 connecting x and
y.Newman [ 15] used this quantity in the study of collaboration networks, showing the correlation between the number
of common neighbors and the probability that two scientists will collaborate in the future. Therefore, we here select CN
as the representative of all CN-based measures. Although CN consumes little time and performs relatively good among
many local indices, due to the insufficient information, its accuracy cannot catch up with the measures based on global
information. One typical example is the Katz index [19].

(ii) Jaccard coefficient (Jaccard). This index was proposed by Jaccard over a hundred years ago. The algorithm is a traditional
similarity measurement in the literature. It is defined as

Jaccard __ |F(X) n F(y)|
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