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h i g h l i g h t s

• Propose a user behavior model to cluster users and improve recommendation.
• Optimize the results by integrating the user clustering regularization term based on genres.
• Experimental results show that our method performs better than two other baseline methods.
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a b s t r a c t

The past few years have witnessed the great success of recommender systems, which
can significantly help users to find out personalized items for them from the information
era. One of the widest applied recommendation methods is the Matrix Factorization
(MF). However, most of the researches on this topic have focused on mining the direct
relationships between users and items. In this paper, we optimize the standard MF by
integrating the user clustering regularization term. Our model considers not only the
user-item rating information but also the user information. In addition, we compared
the proposed model with three typical other methods: User-Mean (UM), Item-Mean (IM)
and standard MF. Experimental results on two real-world datasets, MovieLens 1M and
MovieLens 100k, show that our method performs better than other three methods in the
accuracy of recommendation.

© 2013 Elsevier B.V. All rights reserved.

1. Introduction

Facing the explosive growth of the web, people would become lost in the web’s info-thickets and often waste much time
to search useful and personalized information, namely Information Overload. Confronting with such a problem, researchers
from different areas have invented various tools, among which the search engine is the most outstanding. However,
compared with recommender systems [1,2], which automatically match the user’s taste based on the historical behaviors,
the search engine is not personalized enough because it produces the same results for all users. Among various kinds of
recommender systems, Collaborative Filtering (CF) [3,4] is the most widely used in different fields due to its advantages of
requiring no domain knowledge, implementing easily and detecting the complex pattern that is hard to be exploited with
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the known data. As a result, CF has attracted much attention from both academic and industry fields in the past decade. In
particular, the competition of Netflix Prize (NP) [5], has inspired different fields of researchers to propose various solutions
to build corresponding recommender systems.

The basic idea of CF is that recommendation for the target user is made by predicting the preference of the uncollected
items based on the neighbors. Neighbor is a group of persons with similar tastes when they rate the same items. Generally,
there are two main types of CF: neighborhood and model based approaches [6]. In the early time, neighborhood based
methods, including user- and item-based approaches, were the most widely applied in the industry, such as Amazon [7],
and Google [8]. In recent years, experts from both academia and industry have witnessed the excellent performance of
model-based approaches, especially the Latent FactorModel (LFM) [9]. As the typical representative technique of LFM based
methods, Matrix Factorization (MF) provides an alternative method to represent the relationship between users and items.
In the LFM, users and items are both represented in the same Latent Factor Space (LFS), hence the prediction is accomplished
by directly evaluating the preferences of users for the uncollected items. Some MF methods [10–13] have been proposed in
CF because of the high efficiency in dealingwith large-scale datasets. Those approaches tend to fit the user-item ratingmatrix
with low-rank matrix factorization and apply it to make rating predictions. MF is efficient in training since it assumes that
only a few factors influence preferences in user-item ratings. The objective for minimizing the sum-squared errors can be
easily solved by Singular Value Decomposition (SVD), and Expectation Maximization (EM) algorithms for solving weighted
low-rank approximation was proposed in Ref. [13].

Since the success of MF in the Netflix Prize competition, a great many of variants are proposed. In Ref. [14], a matrix
factorization framework with social network regularization was described. It provided a general method for improving
recommender system by incorporating social network information. Karatzoglou [15] presented two simple models that
take advantage of the temporal order of choices and ratings. These two models not only exploited the collaborative effects
in the data, but also took into account the order in which items could be viewed by the users. Koren et al. [16] introduced a
Markov Chain model which considered the collaborative effects using Tensor Factorization [17].

In addition, besides the traditional CF methods in the recommender system, there also emerged many variant methods
based on statistical physics with the development of network science, see Refs. [18–24,24–28]. Most of these methods
are based on bipartite networks [29]. Some of these methods are innovative and effective in improving not only accuracy
but also diversity and novelty. Zhang et al. [20] proposed a recommendation algorithm based on an integrated diffusion
on user-item-tag tripartite graphs and significantly improved accuracy, diversification and novelty of recommendations.
Yang et al. [30] argued that the anchoring bias of users’ online voting pattern can help to improve recommendation. In
Ref. [21], a new algorithm that specifically addressed the challenge of diversity in recommender system is proposed. Lü
et al. [23] introduced a recommendation algorithm based on the preferential diffusion process on user-object bipartite
network.

In this paper, inspired by Social Network Matrix Factorization (SNMF) [14], we consider the neighbors’ impact on the
interest of each user in the same LFS and propose a recommendationmodel based on clustering [31,32] users (UCMF). Firstly,
we represent the interest of each user with the statistical information of her behaviors on different item genres which are
static tags given by system. Secondly, we classify all users into several groups by the K-Means clustering algorithm. Finally,
we expand the standard MF by integrating a user clustering regularization term which describes that the users in the same
group have similar interest. The results onMovieLens 1M andMovieLens 100k show that ourmodel outperforms the standard
MF method and other two baseline methods in the accuracy of recommendation.

2. User clustering model

2.1. Low-rank matrix factorization

CF techniques based on the MF method assume that users’ ratings on items can be represented by a N × M matrix (N
is the number of users and M the number of items). A low-rank matrix factorization approach tends to approximate R by
multiplying L-rank factors,

R ≈ UTV , (1)

where U ∈ RL×N , V ∈ RL×M with L < min(N,M), and the matrix R is usually sparse.
Traditionally, the SVD method is employed to approximate the rating matrix R by minimizing

1
2
∥R− UTV∥2F , (2)

where ∥ · ∥ denotes the Frobenius form. We only need to factorize the observed ratings in matrix R because of large missing
values. So Eq. (2) can be transformed to
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where Iij equals 1 if user ui rates item vj and 0 otherwise.
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