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h i g h l i g h t s

• Economic, chaotic time-series are analyzed with information theory methods.
• The maximum entropy principle is appealed to.
• Predictions concerning the Dow-Jones series are made.
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a b s t r a c t

In this work, a method based on information theory is developed to make predictions
from a sample of nonlinear time series data. Numerical examples are given to illustrate
the effectiveness of the proposed method.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

One of the most important aspects of nonlinear dynamics is concerned with time series analysis and how to predict
the future behavior of a system. Economic-behavior systems, like physical and biological systems, are stochastic in nature.
Thus the predictability of a dynamic system’s behaviormay best be considered in a randomoutcome context and probability
distribution functionsmay be used tomeasure the statistical nature of the system. Systempredictabilitymay then be studied
quite naturally by information theoretic methods-functionals, since the focus is random in nature, and the functionals may
be interpreted in terms of uncertainty and by measures of the difference between the statistical distributions. Thus, an
information theoretic basis is provided for unlocking the dynamic content of nonlinear time series data and using this
information to predict the future behavior of the system.

2. Method

Given a signal x from a dynamical system D : RS
→ RS , the corresponding time series consists of a sequence of

measurements {v(tn), n = 1, . . . ,N} on a system considered to be in a state described by x(tn) ∈ RS at discrete times
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tn, where N is the length of the time series. It is known (see Refs. [1,2]) that for T ∈ R, T > 0, there exists a functional form
of the type,

v(t + T ) = F(v(t)), (1)

where,

v(t) = [v1(t), v2(t), . . . , vd(t)], (2)

and vi(t) = v(t−(i−1)∆), for i = 1, . . . , d, where∆ is the time lag and d is the embedding dimension of the reconstruction.
In this paper d is determined from the data itself, by the method of false nearest neighbors.

We consider (as in Ref. [2]) a particular representation for the mapping function of Eq. (1), expressing it, using Einstein’s
summation notation, as an expansion of the form

F∗(v(t)) = a0 + ai1vi1 + ai1 i2vi1vi2 + ai1 i2 i3vi1vi2vi3 + · · · + ai1 i2...inpvi1vi2 . . . vinp , (3)

where 1 ≤ ik ≤ d and np is the polynomial degree chosen to expand the mapping F∗. The number of parameters in Eq. (3)
corresponding to k terms (the degree), is the combination with repetitions,

d
k

∗

=
(d + k − 1)!
k!(d − 1)!

. (4)

The length of the vector of parameters, a is

Nc =

np
k=1


d
k

∗

. (5)

As an information recovery criterion we determine the vector a by using the maximum entropy principle (MEP) [3]. Our
objective is amodel that attains high predictive ability. Computations aremade on the basis of a specific information supply,
given byM points of the series

{v(tn), v(tn + T )}, n = 1, . . . ,M. (6)

Given the data set in Eq. (6), the parametric mapping in Eq. (3) will be determined by satisfying following condition:

v(tn + T ) = F∗(v(tn)) n = 1, . . . ,M. (7)

In this way, a rectangular system of equations is obtained,

W · a = (v(tn + T ))n=1,...,M , (8)

whereW is a matrix of sizeM ×Nc,M is the length of the information-points in Eq. (6), and Nc is the number of parameters
of the model (cf. Eq. (3)). Using the Moore–Penrose pseudo-inverse of the matrixW [4], the solution is

a = PMP(W ) · (v(tn + T ))n=1,...,M , (9)

where PMP(W ) = (W T
∗ W )−1

∗ W T . Thus, the most probable configuration is the one that is linked to the mean value of
the probability distribution, associated to the pseudo-inverse matrix ofW .

Once the pertinent parameters are determined, they are used to predictMP new series’ values,

(v(tn + T ))n=1,...,MP = W · a, (10)

where W is a matrix of size MP × Nc .MP is such thatMP − M new series’ values are predicted.

3. Applications

In order to illustrate the performance of the method we now discuss two specific time series predictions, with reference
to possible chaotic systems. In particular, we deal with (i) the well-known Logistic system and (ii) an actual, empirical time
series.
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