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• We construct additional networks with users’ profile information.
• We propose methods to improve values of modularity.
• With our methods, partitions are more correlated with users’ characteristic features.
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a b s t r a c t

Community structure is an important feature in the study of complex networks. It is
because nodes of the same community may have similar properties. In this paper we
extend two popular community detection methods to partition online social networks.
In our extended methods, the profile information of users is used for partitioning. We
apply the extended methods in several sample networks of Facebook. Compared with the
original methods, the community structures we obtain have highermodularity. Our results
indicate that users’ profile information is consistent with the community structure of their
friendship network to some extent. To the best of our knowledge, this paper is the first
to discuss how profile information can be used to improve community detection in online
social networks.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

Online social networking service is a popular web-based service which provides a platform for people to create profiles
and share these profiles with other people. With this service, people can share their daily life with their friends on Internet.
They can also take part in some activities together or join groups online. Some online social networks such as MySpace,
Facebook, Google+, and Bebo are popular and have attracted millions of users [1]. Due to their popularity, researchers have
studied the topology structure of online social networks, such as MySpace, orkut, and cyworld [2–4]. It is found that these
networks are scale-free networks, which have been demonstrated to be vulnerable and thewell-connected nodes are crucial
in epidemic spreading [5,6].

For better understanding of online social networks, researchers have tried to find more structural features of these
networks. Community structure is one of these features. In the past fewyears, the topic of community detection has attracted
many researchers. They have proposed methods to detect communities in networks based on networks’ connectivity
structures. These detection methods have been applied to real-world networks, such as biological networks [7] and
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social networks [8]. Traud et al. detect communities in Facebook networks of university students [8]. They find that the
online communities of students are related to their offline activities. For instance, some communities depend strongly on
students’ houses affiliation. In other words, the work concludes that dormitory locations of users have strong impact on the
community structure of the users. This is actually the case in online social networks, as will be discussed later in this paper.

In online social networks, people often share a lot of profile information besides their friend lists. The information may
have correlation with community structure of these networks. For example, if two users are friends and share common
interests, it is quite possible that they are in the same community. So it is possible that the profile information can be
utilized to improve the quality of community detection in friendship network. To verify this, we will propose community
detection methods for online social network incorporating the profile information. We will take Facebook as an example. It
will be shown that profile information of users is useful in community detection.

2. Background

2.1. Profiles of Facebook

In most online social networks, each user has a profile to record his/her basic information. For example, when people
create accounts on Facebook, they are required to provide their names, email addresses, birthdays, and gender information.
If they like, users may also provide additional information (e.g. their locations, colleges and so on) to help their friends find
them easily. All these pieces of information are shown on their profiles. With the information in one’s profile, we can obtain
some features of this user. As members of the same community may share some common features, it is therefore possible
that information on profiles is helpful for community detection.

2.2. Community structure

Communities are defined as special clusters of nodes. The concentration of edges within these clusters is high and that
between clusters is relatively low [9]. It has been shown that community structures were found in real-world networks,
such as Zachary’s network [10], and the collaboration network between scientists as mentioned in Ref. [7]. Researchers
have proposed lots of community detectionmethods. In this paper, our methods are based on Newman’s modularity matrix
method [11] and the Louvain method [12].

3. Methods on community detection

3.1. Dataset

We design a program to download the data we need automatically from online social networks. First, the friendship
network is necessary. So we start from several source users, and get the list of their friends. Then the program will read the
friend lists of these friends, and create a new list of users which will be read in the next round. This breadth-first method
is like a ‘‘snowball’’. Second, since the information shown in users’ profiles will be utilized to assist community detection
in our methods, we will record the information of each user in a database. The database stores users’ basic information,
online activities they attend, number of photos uploaded, favorite pages and so on. ‘‘Like’’ is one of Facebook’s most known
features. If a user thinks the content on a page is interesting, he/she can click the button ‘‘like’’ on this page. And users can
‘‘like’’ the pages of their colleges, favorite movies, and so on. These pages are also called ‘‘favorite pages’’ in this paper.

In this paper, each user of Facebook is described as a ‘‘node’’ of a network, and the friendship between two users can be
defined as an ‘‘edge’’. And the number of friends of a user i is its degree, labeled with ki. These users and friendship construct
a network with n nodes andm edges, which can be presented as an adjacencymatrix A. Aij is the weight of the edge between
nodes i and j. In the friendship network, Aij = 1 if there is an edge connecting these two nodes, and Aii = 0. So we have
m =

1
2


ij Aij and ki =


j Aij.

3.2. Newman’s modularity matrix method

In the area of community detection, the function ‘‘modularity’’, defined by Newman and Girvan [13], is a popular quality
function to determine the quality of a partition of a network. Here ‘‘partition’’ is the community assignment of nodes. In a
partition, eachnode canbelong to only one community.Modularity is definedbyQ = (number of edgeswithin communities)
−(expected number of such edges):

Q =
1
2m


ij

[Aij − Pij]δ(ci, cj). (1)

Here Pij =
kikj
2m is the expected number of edges between nodes i and j. ci is the index of the community which node i is in,

and δ(u, v) = 1 if u = v and δ(u, v) = 0 otherwise. The value of modularity is between −1 and 1. And a larger value of
modularity means a better performance of a partition.
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