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a b s t r a c t

We provide a complete thermodynamic solution of a 1D hopping model in the presence of
a random potential by obtaining the density of states. Since the partition function is related
to the density of states by a Laplace transform, the density of states determines completely
the thermodynamic behavior of the system. We have also shown that the transfer matrix
technique, or the so-called dynamic programming, used to obtain the density of states in
the 1D hopping model may be generalized to tackle a long-standing problem in statistical
significance assessment for one of themost important proteomic tasks—peptide sequencing
using tandem mass spectrometry data.

Published by Elsevier B.V.

1. Introduction

Important in both fundamental science and numerous applications, optimization problems of various degrees of
complexity are challenging (see Ref. [1] for an excellent introduction). Optimization conditioned by constraints that may
vary from event to event is of especial theoretical and practical importance. As a first example, when dealing with a system
under a random potential, each realization of the random potential demands a separate optimization resulting in a different
ground state. The thermodynamic behavior of such a system in a quenched random potential crucially depends on the
random potential realized. A similar but practical problem may arise in routing passengers at various cities to reach their
destinations. In the latter case, the optimal routing depends on the number of passengers at various locations, the costs
from one location to the others, which likely to vary from time to time. This type of conditional optimization also occurs in
modern proteomics problem, that is, in themass spectrometry (MS) based peptide sequencing. In this case, each tandemMS
(MS2) spectrum constitute a different condition for optimization which aims to find a database peptide or a de novo peptide
to best explain the given MS2 spectrum.

When the cost function of an optimization problem can be expressed as a sum of independent local contributions, the
problem usually can be solved using the transfer matrix method that is commonly employed in statistical physics. A well-
studied example of this sort in statistical physics is the directed polymer/path in a random medium (DPRM) [2–4]. Even
when a small nonlocal energetics is involved, the transfer matrix approach still proves useful [5]. As an example, the close
relationship between the DPRM problem andMS-based peptide sequencing, where a small nonlocal energetics is necessary
to enhance the peptide identifications, was sketched in an earlier publication [5] and the cost value distribution frommany
possible solutions other than the optimal one is explored. Indeed, obtaining the cost value distribution from all possible
solutions in many cases is harder than finding the optimal solution alone. In this paper, we will provide the solution to a
generic problem that enables a full characterization of the peptide sequencing score statistics, instead of just the optimal
peptide. The 1D problem considered is essentially a hopping model in the presence of a random potential. The solution to
this problem may also be useful in other applications such as in routing of passengers and even internet traffic.
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In what follows, we will first introduce the generic 1D hopping model in a random potential, followed by its transfer
matrix (or dynamic programming) solution. We then discuss the utility of this solution in the context of MS-based peptide
sequencing, and demonstrate with real example from mass spectrum in real MS-based proteomics experiments. In the
discussion section, we will sketch the utility of the transfer matrix solution in other context and then conclude with a few
relevant remarks.

2. 1D hopping in random potential

Along the x-axis, let us consider a particle that can hop with a set of prescribed distances {mi}
K
i=1 towards the positive x̂

direction. That is, if the particle is currently at location x0, it can move to location x0 + m1, x0 + m2, . . .x0 + mK in the next
time step. At each hopping step, the particle will accumulate an energy −s(x) from location x that it just visited. The score
s(x) (negative of the on-site potential energy) is assumed positive and may only exist at a limited number of locations. For
locations that s(x) do not exist, we simply set s(x) = 0 there. The energy of a path starting from the origin specified by the
sequential hopping events p ≡ {mh1 ,mh2 , . . . ,mhL} would have visited locations {x1, x2, . . . , xL} with xi ≡

∑i
j=1 mhj and

has energy

Ep(x = xL) ≡ −

L−1∑
i=1

s (xi) ≡ −Sp(x).

In general, there can be more than one path terminated at the same point. Treating each path as a state with energy given
by Ep, one ends up having the following recursion relation for the partition function Z(x) ≡

∑
p e

−βEp(x)

Z(x) =

K∑
i=1

eβs(x−mi)Z(x − mi), (1)

where β = 1/T plays the role of inverse temperature (with kB = 1 chosen). If one were only interested in the best score
terminated at point x, it will be given by the zero temperature limit β → ∞ and the recursion relation may be obtained by
taking the logarithm on both sides of (1) and divided by β then taking β → ∞ limit to reach

Sbest(x) = max
1≤i≤K

{s(x − mi) + Sbest(x − mi)}, (2)

where Sbest(x) records the best path score among all paths reaching position x. This update method, also termed dynamic
programming, records the lowest energy and lowest energy path reaching a given point x. The lowest energy among all
possible at position x is simply −Sbest(x) and the associated path can be obtained by tracing backwards the incoming steps.
It is interesting to observe that one can also obtain the worst score at each position via dynamical programming

Sworst(x) = min
1≤i≤K

{s(x − mi) + Sworst(x − mi)}. (3)

The full thermodynamic characterization demandsmore information than the ground state energy. In principle, onemay
obtain the full partition function using Eq. (1) evaluated at various temperatures. This procedure, however, hinders analytical
property such as determination of the average energy

〈E〉 ≡ −
∂ ln Z
∂β

.

A better starting point may be achieved if one can obtain the density of states D(E). In this case, we have

Z ≡

∫
dEe−βED(E)

〈E〉 =

∫
dEe−βEED(E)∫
dEe−βED(E)

.

Note that if the ground energy Egrd of the system is bounded from below, the partition function is simply a Laplace transform
of a modified density of states given by

Z = e−βEgrd

∫
∞

0
dEe−βE D̃(E)

where D̃(E) ≡ D(E − Egrd) and

〈E〉 = Egrd +

∫
∞

0 dEe−βEED̃(E)∫
∞

0 dEe−βE D̃(E)
.

This implies that the density of states D(E) together with the ground state energy Egrd determine all the thermodynamic
behavior of the system. In the next section, we will explain how to obtain the density of states using the dynamical
programming technique as well as how to extend this approach to more complicated situations that will be useful in
characterizing the score statistics in MS-based peptide sequencing.
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