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a b s t r a c t

It is shown that the sum of the sample autocorrelation function at lag h ≥ 1 is always− 12
for any stationary time series with arbitrary length T ≥ 2 (Hassani, 2009 [1]). In this paper,
the distribution of a set of the sample autocorrelation function using the properties of this
quantity is considered. It is found that the distribution of a set of the sample autocorrelation
estimates is not independent and identically distributed. This finding implies that the result
of diagnostic check andmodel building using the traditional assumption of iid can be quite
misleading.

© 2009 Elsevier B.V. All rights reserved.

1. Introduction

In time series analysis, the autocorrelation function and partial autocorrelation function play important roles in data
analysis and lag identification in an autoregressive model. The distribution of a set of the sample autocorrelation estimates,
scaled by the square root of the sample size, found in many standard time series textbooks and software, is assumed to be
independent and identically distributed. Therefore, the result of diagnostic check and model building is misleading if this
assumption is not met. Hassani [1] considered the sum of the sample autocorrelation function, Sacf, of any linear stationary
process. Using the properties of Sacf, he showed that the sample spectral density of a stationary process fluctuates radically
about the theoretical spectral density. In the present study, I use the properties of Sacf in examining the distribution of the
sample autocorrelation function, and approximate test for autocorrelation.
The autocovariance function of a wide sense stationary process {Yt , t ∈ N} at lag h is:

R(h) = E[(Yt+h − µY )(Yt − µY )], h ∈ Z (1)

where E is the expected value operator, µY is the expected value of the variable Y . In practical problems we only have a set
of data YT = (y1, . . . , yT ); the following estimator can be considered as an estimate of R(h):

R̃(h) =


T−|h|∑
t=1

(yt+|h| − ȳ)(yt − ȳ)

T − |h|
h = 0,±1, . . . ,±(T − 1)

0 |h| ≥ T ,

(2)

where ȳ = 1
T

∑T
t=1 yt is the sample mean which is an unbiased estimator of µ. If we ignore the effect of estimating µ by ȳ

(that is if we replace ȳ by µ in (2)) then it is easy to show that R̃(h) is an unbiased estimator of R(h). In the general case it
can be shown that R̃(h) is an asymptotically unbiased estimator [2].
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There is an alternative estimate of R(h)which suggested by some authors (for example Refs. [3,4]):

γ̂ (h) =


T−|h|∑
t=1

(yt+|h| − ȳ)(yt − ȳ)

T
h = 0,±1, . . . ,±(T − 1)

0 |h| ≥ T ,

(3)

γ̂ (h) is biased on the use of the divisor T rather than T − |h| and also has larger bias than R̃(h). Note that the following
relationship holds between R̃(h) and γ̂ (h):

R̃(h)
γ̂ (h)

=
T

T − |h|
h = 0,±1, . . . ,±(T − 1). (4)

It has been asserted that, in general, γ̂ (h) has smaller mean squared error than R̃(h). For example Ref. [3] has shown that
for a particular AR(1) process, γ̂ (h) has smaller mean squared error for all |h| > 0, the difference increasing significantly as
h increases. It should be noted that γ̂ (h) is more popular than R̃(h) among time series analysts and they prefer to use γ̂ (h)
(see, for example, Refs. [5,2,6,7] among others). Furthermore, most standard statistical packages e.g. Minitab, SPSS, Eviews,
Stata, Splus, R and SAS use γ̂ (h) rather than R̃(h).
Priestley [2] discussed in detail the advantages of using γ̂ (h) rather than R̃(h) from several points of view. Themain point

why γ̂ (h) is preferred to R̃(h) is that γ̂ (h) has positive semi-definite property while R̃(h) does not, this is an important issue
in the spectral domain estimation. Therefore, we consider γ̂ (h) as an estimator of R(h).
The autocorrelation function, ACF, is given by

ρ(h) =
R(h)
R(0)

h ∈ Z, (5)

and an estimate of ρ(h) is:

ρ̂(h) =
γ̂ (h)
γ̂ (0)

h = 0,±1, . . . ,±(T − 1). (6)

The sequence ρ̂(h) is positive semi-definite (this follows from the property of γ̂ (h)). But this does not necessarily hold for
sequence ρ̃(h) = R̃(h)

R̃(0)
. Moreover, it is easy to show that |ρ̂(h)| 6 1 for all h and, again, this property does not necessarily

hold for ρ̃(h) [2, p. 331]. In the rest of the paper, we only consider ACF at lag h > 0 since ρ(h) = ρ(−h) and also use ρ̂(h)
as its estimator. Note also that ρ(0) = 1. Let us now consider the sum of sample autocorrelation function.

Theorem 1. Sum of the sample autocorrelation function, Sacf, at lag h ≥ 1 is always − 12 for any stationary time series with
arbitrary length T ≥ 2; that is Sacf =

∑T−1
h=1 ρ̂(h) = −

1
2 .

Proof (See Ref. [1]). The Sacf has the following properties:

1. It does not depend on the time series length T ; Sacf = − 12 for T ≥ 2.
2. The value of Sacf is equal to− 12 for any stationary time series. Thus, for example, Sacf for ARMA (p, q) of any order (p, q)
is equal to a Gaussian white noise process and both are equal to− 12 .

3. The values of ρ̂(h) are linearly dependent:

ρ̂(i) =
−1
2
−

T−1∑
j6=i=1

ρ̂(j) i = 1, . . . , T − 1. (7)

4. There is at least one negative ρ̂(h) for any stationary time series even for AR(p) with positive ACF. �

2. Approximate test for autocorrelation

Let {Yt , t ∈ N} be a real valued wide sense stationary stochastic process with autocorrelation function ρ(.) and zero
expectation. In the followingwe consider asymptotic distribution of ρ̂. In doing so, wemainly follow Ref. [2]. Let us consider
the following theorem [8].

Theorem 2. Let Yt be a general linear process of the form

Yt = µ+
∞∑

u=−∞

guεt−u, (8)
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