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Abstract

Ideas and tools from statistical physics have recently been applied to the investigation of human dynamics. The timing of
human activities, in particular, has been studied both experimentally and analytically. Empirical data show that, in many
different situations, the time interval separating two consecutive tasks executed by an individual follows a heavy-tailed
probability distribution rather than Poisson statistics. To account for this data, human behaviour has been viewed as a
decision-based queuing system where individuals select and execute tasks belonging to a finite list of items as an increasing
function of a task priority parameter. It is then possible to obtain analytically the empirical result P(t)~1/t, where P(7) is
the waiting time probability distribution.

Here a continuous model of human dynamics is introduced using instead an infinite queuing list. In contrast with the
results obtained by other models in the finite case we find a waiting time distribution explicitly depending on the priority
distribution density function p. The power-law scaling P(t)~1/7 is then recovered when p is exponentially distributed.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction

In the last few years the attention of physicists has been drawn to the application of ideas from statistical
mechanics to biological, economic and social systems. In the last decade the physics literature has witnessed an
explosion of inter-disciplinary research papers devoted to complex networks, econophysics and punctuated
equilibrium systems. Very recently the quantitative description of human behaviour has also been addressed as
a major question of modern science [1-4].

As a first step for the analysis of more complex human features, the timing of human activity is now
beginning to be investigated. Motivated by statistical data indicating unexpected correlations between the
timing of human activities as diverse as answering email messages or treating patients in a hospital emergency
department, analytical models of human dynamics have been introduced.
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The empirical work, up to now, has mostly focused on the statistical properties of the inter-event time, that
is the time interval between two consecutive tasks performed by the same individual, and on the time a given
task has to wait before being executed. Rather unexpectedly, in both cases, the timing of human activity seems
to follow heavy-tailed rather than Poisson statistics. Both experimental data and analytical results display
inter-event time and waiting time distributions that are well approximated by power-law distributions t~*. For
example, the distribution of the time differences between consecutive emails sent by the same individual goes
like t=*, where o >~ 1. A similar statistical analysis has been performed to investigate the correspondence
patterns of Darwin, Finstein and Freud [3,5]. The response time (that is the time interval between the day a
given letter was received and the day it was answered) obeys again a power-law 7=* but in this case the
exponent switched to o >~ 1.5, possibly indicating a different universality class. Analogous statistical properties
have been identified in economic transactions [6] such as stock trading [7,8], in web-browsing [3,9] and in the
execution of print-job submissions [10].

The emergence of power-law distributions in apparently very diverse human activities suggests that a
fundamental feature of human dynamics is being uncovered.

Since power-law scaling is often considered a sign of complexity [9], the heavy-tailed statistics also indicate a
possible (and intriguing) connection between human dynamics and complex systems.

According to the experimental results described in Ref. [1-4] the inter-event and the waiting time
distributions exhibit a bursty behaviour where long periods of inactivity separate shorter periods of intense
activity. Although the mechanism responsible for both bursts and heavy tails has not yet been clearly
identified, it has been argued [1] that a wide range of human activities can be described as a decision-based
queuing process where an individual executes tasks from a finite list of items according to some pre-defined
selection protocol.

Previous models of queuing systems normally introduced a first-in-first-out protocol (in which tasks are
executed in the order they appear in the list) or a random selection protocol. Both methodologies typically
yield exponential distributions, therefore forbidding long waiting times, in contrast with the empirical data
discussed above.

Assuming instead that humans select and execute tasks as an increasing function of a priority parameter
assigned to them, it is possible to account for the empirical work, obtaining power-law distributed waiting
times [1-3].

A priority selection protocol naturally emerges in many real-world situations, for example, when answering
email messages of different importance or in the waiting room of an emergency hospital department [11],
where the most urgent patients should obviously be treated first.

In the analytical models of human dynamics introduced in Ref. [1-4], tasks are thus assigned a priority
index x;,i =1,..., L chosen from a distribution density function p(x). At each time step a task is executed,
removed from the list and replaced by a new task, whose priority is also chosen from p(x). In contrast with the
first-in-first-out and random choice protocols, tasks are now chosen stochastically as an increasing function of
their priority. It is assumed that the probability to execute a task with priority x is I1(x)~x". The parameter y
can then be tuned to interpolate between the random choice limit (y — 0) and the deterministic limit (y — 00)
where the highest priority task is always executed first. This model [1] yields the waiting time distribution

P(t)~p(x™ /7y /217, (D

In the deterministic limit the power-law P(t)~1/7 is thus recovered, independent of the choice of the
probability density function p(x). In the random choice limit, the model instead yields an exponential
distribution.

While these results [1] rely on heuristic arguments, requiring a mean field approximation, a similar model
has been solved exactly [2] in the case L = 2 (where L is the total number of tasks in the waiting list), and its
solution seems to confirm the conjectures developed in Ref. [1].

Here we introduce a model where the tasks to be executed are chosen from an infinite set treating both time
and priority as continuous variables. We introduce a priority selection protocol and describe the queuing
system with a integro-differential equation for the priority probability distribution of the tasks waiting to be
executed (referring to the hospital situation described above, we will call it the “waiting room” priority
probability distribution). We will observe, in particular, that the integro-differential equation admits a
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