
Accepted Manuscript

Optimal directional statistic for general regression

Jonathan Gillard, Anatoly Zhigljavsky

PII: S0167-7152(18)30269-4
DOI: https://doi.org/10.1016/j.spl.2018.07.025
Reference: STAPRO 8304

To appear in: Statistics and Probability Letters

Received date : 13 October 2017
Revised date : 23 July 2018
Accepted date : 31 July 2018

Please cite this article as: Gillard J., Zhigljavsky A., Optimal directional statistic for general
regression. Statistics and Probability Letters (2018), https://doi.org/10.1016/j.spl.2018.07.025

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service to
our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form.
Please note that during the production process errors may be discovered which could affect the
content, and all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.spl.2018.07.025


Optimal directional statistic for general regression

Jonathan Gillard and Anatoly Zhigljavsky

Cardiff School of Mathematics

Cardiff University

{GillardJW,ZhigljavskyAA}@Cardiff.ac.uk

Abstract

For a general linear regression model we construct a directional statistic which maximizes the

probability that the scalar product between the vector of unknown parameters and any linear esti-

mator is positive. Special emphasis is given to comparison of this directional statistic with the BLUE

and explaining why the BLUE could be relatively poor. We illustrate our results on analytical and

numerical examples.
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1 Introduction and formulation of the main result

Consider the general linear regression model

y(x) = θT f(x) + ε(x), x ∈ X , (1)

where X is a bounded Borel subset of Rd with d ≥ 1, θ = (θ1, . . . , θm)T is a vector of unknown

parameters, f = (f1, . . . , fm)T is a vector of base functions and ε(x) is a Gaussian random noise

process (or field) with zero mean and finite covariances Eε(x)ε(x′) = σ2K(x, x′) for x, x′ ∈ X , where

σ2 > 0 may be unknown and K(·, ·) is a known positive definite function (kernel) on X × X . By Ξ1

and Ξm we denote the linear spaces of all finite signed measures defined on (Borel subsets of) X and all

signed m-vector measures on X , respectively (a signed measure ν ∈ Ξ1 can be thought of as a difference
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