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Abstract

We propose a simple way of predicting time series with recurring seasonal periods. Missing values of the time series are
estimated and interpolated in a preprocessing step. We combine several forecasting methods by taking the weighted mean of
forecasts that were generated with time-domain models which were validated on left-out parts of the time series. The hybrid
model is a combination of a neural network ensemble, an ensemble of nearest trajectory models and a model for the 7-day
cycle. We apply this approach to the NN5 time series competition data set.
© 2010 International Institute of Forecasters. Published by Elsevier B.V. All rights reserved.
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1. Introduction

Time series forecasting is a growing field of
interest, with applications in nearly all fields of
science. There is a lot of interest in building models
that can give an indication of trends and changes in
the economy or in climatology. Seasonal time series
are of particular interest, because the recurring pattern
could be used to build predictive models.

The NNS5 time series competition (Crone, 2008)
includes daily time series of cash money withdrawals
from cash machines at different locations. All time
series show a strong 7-day cycle, as well as some
recurring seasonal periods such as the summer
holidays or the changing date of Easter. Almost all
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time series have some missing values, and some
time series show long term trends or remarkable
irregularities such as bursts or gaps. Before we train
our forecasting model, we perform a preprocessing
step wherein we close the gaps using a simple but
effective interpolation scheme.

The objective of the competition was to predict the
next 56 days for each time series. The day of the year
was provided as additional information, indicating that
the forecasting period includes an Easter event.

We suggest a hybrid strategy in order to cope with
the different seasonal features of the time series. We
train three different types of models and combine the
individual forecasts. The motivation for this approach
is based on the observation that hybrid models are both
more accurate and more stable than typical individual
forecasts. In an empirical study, Armstrong (2001)
pointed out that combining forecasts derived from
different methods could improve the forecast accuracy.
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Fig. 1. Color coded values of the autocorrelation function for the 111 data sets with a time lag 7. The 7-day cycle is indicated by the periodicity

of the autocorrelation function.

Data Set

90 []J!-'Ij' IS .I.' e Y g
100 it o i St
110 Bk e

BD r".' " '.I " .. i ! o o ;ul .

|
]
|
I
I
]
.. |
217 7

Frequency [1/d]

Fig. 2. Color coded values of the logarithmic power spectrum for all 111 data sets. The 7-day peak is presented for all data sets, together with

the high order harmonics.

Our contribution to the NN5 time series competi-
tion came sixth out of 19 competitors among the com-
putational intelligence methods and ninth among 27
competitors overall (Crone, 2008).

2. Data and preprocessing

The data are provided on the NN5 competition
website (Crone, 2008). The task is to forecast a set
of 111 daily time series of cash money withdrawals
from cash-machines at different locations in England.

The time series consist of 2 years of daily cash money
demand, and the forecasting horizon is 56 days. All
of the time series show a weekly seasonality, as is
indicated by the periodicity of the autocorrelation
function in Fig. 1. Fig. 2 shows the logarithmic
power spectra for the time series. They all share the
dominating 7-day peak and the corresponding high
order harmonics. We also expected to find a day-of-
the-month periodicity, but only a few of the time series
seem to have the characteristic peak in this part of the
power spectrum (see Fig. 2).
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